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Symmetry of a Hamiltonian 

The Hamiltonian is invariant under certain operation.

Translation

X Y1 = f(W1X +B1)

f(x) = 0; x < 0 f(x) = x; x > 0 Y2 = f(W2Y1 +B2) Y = W3Y2 +B3

Y = W3f(W2f(W1X +B1) + B2) + B3 {Xn, Yn}
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Discrete Translation

X Y1 = f(W1X +B1)

f(x) = 0; x < 0 f(x) = x; x > 0 Y2 = f(W2Y1 +B2) Y = W3Y2 +B3

Y = W3f(W2f(W1X +B1) + B2) + B3 {Xn, Yn}
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Reflection

X Y1 = f(W1X +B1)

f(x) = 0; x < 0 f(x) = x; x > 0 Y2 = f(W2Y1 +B2) Y = W3Y2 +B3

Y = W3f(W2f(W1X +B1) + B2) + B3 {Xn, Yn}
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Scaling

X Y1 = f(W1X +B1)

f(x) = 0; x < 0 f(x) = x; x > 0 Y2 = f(W2Y1 +B2) Y = W3Y2 +B3

Y = W3f(W2f(W1X +B1) + B2) + B3 {Xn, Yn}
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f(x) = 0; x < 0 f(x) = x; x > 0 Y2 = f(W2Y1 +B2) Y = W3Y2 +B3
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For example, non-interacting system:
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Classical example: Bragg scattering 

Detection Symmetry via Dynamics

Discrete Translation

X Y1 = f(W1X +B1)

f(x) = 0; x < 0 f(x) = x; x > 0 Y2 = f(W2Y1 +B2) Y = W3Y2 +B3

Y = W3f(W2f(W1X +B1) + B2) + B3 {Xn, Yn}

D(k) (L+ 1)⇥ 8

M =

0

@ e
i✓1 0

0 e
i✓2

1

A (7)

3⇥ (L+ 1)⇥ (L+ 1) V =

0

BBBBBB@

V

⇣
R

N0

⌘

V

⇣
2R
N0

⌘

. . .

V (R)

1

CCCCCCA
Y1 = WV +B ⇠ ⇣ ⇠ r

2

V (r) ⇢(r)

Krr0 =
P
n

�n⇠n(r)⇠n(r0)

r ! r+R r ! r+ nR0

3

X Y1 = f(W1X +B1)

f(x) = 0; x < 0 f(x) = x; x > 0 Y2 = f(W2Y1 +B2) Y = W3Y2 +B3

Y = W3f(W2f(W1X +B1) + B2) + B3 {Xn, Yn}

D(k) (L+ 1)⇥ 8

M =

0

@ e
i✓1 0

0 e
i✓2

1

A (7)

3⇥ (L+ 1)⇥ (L+ 1) V =

0

BBBBBB@

V

⇣
R

N0

⌘

V

⇣
2R
N0

⌘

. . .

V (R)

1

CCCCCCA
Y1 = WV +B ⇠ ⇣ ⇠ r

2

V (r) ⇢(r)

Krr0 =
P
n

�n⇠n(r)⇠n(r0)

r ! r+R r ! r+ nR0 r ! �r r ! �r t ! �
2
t

2d sin ✓ = n�

3



Application for detecting Stripe Phase in BEC

Detection Symmetry via Dynamics
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A stripe phase with supersolid properties in  
spin–orbit-coupled Bose–Einstein condensates
Jun-Ru Li1*, Jeongwon Lee1*, Wujie Huang1, Sean Burchesky1, Boris Shteynas1, Furkan Çağrı Top1, Alan O. Jamison1 & 
Wolfgang Ketterle1

Supersolidity combines superfluid flow with long-range spatial 
periodicity of solids1, two properties that are often mutually 
exclusive. The original discussion of quantum crystals2 and 
supersolidity focused on solid 4He and triggered extensive 
experimental efforts3,4 that, instead of supersolidity, revealed exotic 
phenomena including quantum plasticity and mass supertransport4. 
The concept of supersolidity was then generalized from quantum 
crystals to other superfluid systems that break continuous 
translational symmetry. Bose–Einstein condensates with spin–orbit 
coupling are predicted to possess a stripe phase5–7 with supersolid 
properties8,9. Despite several recent studies of the miscibility 
of the spin components of such a condensate10–12, the presence 
of stripes has not been detected. Here we observe the predicted 
density modulation of this stripe phase using Bragg reflection 
(which provides evidence for spontaneous long-range order in one 
direction) while maintaining a sharp momentum distribution (the 
hallmark of superfluid Bose–Einstein condensates). Our work thus 
establishes a system with continuous symmetry-breaking properties, 
associated collective excitations and superfluid behaviour.

Supersolids are defined as systems that spontaneously break two 
 continuous U(1) symmetries: the global phase of the superfluid 
breaks the internal gauge symmetry, and a density modulation 
breaks the translational symmetry of space. Starting from  superfluid 
Bose–Einstein condensates (BECs), several forms of  supersolidity 
have been predicted to occur when the condensates feature  dipolar 
 interactions13, Rydberg interactions14, superradiant Rayleigh 
 scattering15,  nearest-neighbour interaction in lattices16 or spin–orbit 
interactions5–7. Work simultaneous with ours used light scattering into 
two cavities to realize a BEC with supersolid properties17. For fer-
mions, the predicted Fulde–Ferrell–Larkin–Ovchinnikov states have 
supersolid properties18,19. Several of these proposals lead to solidity 
along a single spatial direction maintaining gaseous or liquid-like 
properties along the other directions. These systems are different 
from quantum crystals, but share the symmetry-breaking properties.

Spin–orbit coupling occurs in solid-state materials when an electron 
moving at velocity v through an electric field E experiences a Zeeman 
energy term − µBσ·(v ×  E) owing to the relativistic transformation of 
electromagnetic fields. Here σ is the spin vector and µB is the Bohr mag-
neton. The Zeeman term can be written as αijvjσi/4, where the strength 
of the coupling α has the units of momentum. The vxσz term, together 
with the transverse magnetic Zeeman term βσx, leads to the Hamiltonian 
H =  ((Px +  ασz)2 +  Py2 +  Pz2)/2m +  βσx, where m is the atomic mass.  
A unitary transformation can shift the momenta by ασz, resulting in

β
β
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The second term represents a spin-flip process with a momentum 
transfer of 2α, which is therefore equivalent to a form of spin–orbit  

coupling. Such a spin-flip process can be directly implemented for 
ultracold atoms using a two-photon Raman transition between the 
two spin states10,20.

Without spin–orbit coupling, a BEC populating two spin states shows 
no spatial interference, owing to the orthogonality of the states. With 
spin–orbit coupling, each spin component has now two momentum 
components (0 and either + 2α or − 2α, where the sign depends on the 
initial spin state), which form a stationary spatial interference pattern 
with a wavevector of 2α (Fig. 1a). Such spatial periodicity of the atomic 
density can be directly probed with Bragg scattering21, as shown in  
Fig. 1b. The position of the stripes is determined by the relative phase 
of the two condensates. This spontaneous phase breaks continuous 
translational symmetry. The two broken U(1) symmetries are reflected 
in two long-wavelength collective excitations (the Goldstone modes), 
one for density (or charge), the other one for spin transport9. Adding 
a longitudinal Zeeman term δ0σz to equation (1) leads to a rich phase 
diagram6,22 as a function of δ0 and β. For  sufficiently large δ0 , the 
ground state is in a plane-wave phase. This phase has a roton gap9,11, 
which decreases when δ0  is reduced, causing a roton instability and 
leading to a phase transition into the stripe phase.

Most experimental studies of spin–orbit coupling with ultracold 
atoms used two hyperfine ground states coupled by a two-photon 
Raman spin-flip process10–12,23–26. So far direct evidence of the  spatial 
modulation pattern has been missing, possibly suppressed by stray 
magnetic fields detuning the Raman transitions and low miscibility 
between the hyperfine states used (see Methods). Both limitations 
were recently addressed by a new spin–orbit coupling scheme in which 
orbital states (the lowest two eigenstates in an asymmetric double-well 
potential) are used as the pseudospins27. Since the eigenstates mainly 
populate different wells, their interaction strength g↑↓ is small and can 
be adjusted by adjusting their spatial overlap, improving the miscibility 
(see Methods). Furthermore, since both pseudospin states have the 
same hyperfine state, there is no sensitivity to magnetic fields. The 
scheme is realized with a coherently coupled array of double wells using 
an optical superlattice, a periodic structure with two lattice sites per 
unit cell with intersite tunnelling J (Fig. 2a). The superlattice has two 
low-lying bands, split by the energy difference ∆ between the double 
wells, each hosting a BEC in the respective band minima. The BECs 
in the lower and upper band minima are the pseudospin states in our 
system. Spin–orbit coupling and the supersolid stripes are created for 
the free-space motion in the two-dimensional plane orthogonal to 
the superlattice. The physics in a single two-dimensional plane is not 
modified in a stack of coherently coupled double wells. However, this 
increases the signal-to-noise ratio and suppresses the background to 
the Bragg signal (see below).

Experiments started with approximately 1 ×  105 23Na atoms forming 
a BEC loaded into the optical superlattice along the z direction,  
equally split between the two pseudospin states with a density 
n ≈   1.5 ×  1014 cm−3. The superlattice consists of laser beams at 

1Department of Physics, MIT-Harvard Center for Ultracold Atoms, and Research Laboratory of Electronics, MIT, Cambridge, Massachusetts 02139, USA.
*These authors contributed equally to this work.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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 wavelengths of 1,064 nm and 532 nm, resulting in a lattice constant of 
d =  532 nm. Spin–orbit coupling was induced by two infrared (IR) 
Raman laser beams λIR =  1,064 nm along the x and z axes, providing a 
momentum transfer ħkRaman =  ħ(kIR, 0, kIR) and spin flip from one well 
to the other with two-photon Rabi frequency Ω . Here ħkIR =  2π ħ/λIR is 
the recoil momentum from a single infrared photon (see ref. 27 and 
Methods). The scheme realizes the spin–orbit Hamiltonian in equation (1) 
with α =  kIR/2, β =  Ω ∆/ /J(1 2 ) , and an extra Zeeman term 
δ0σz =  (δ −   ∆)/2σz, depending on the Raman-beam detuning δ and the 
superlattice offset ∆. The parameters J, Ω  and ∆ are determined from 
calibration experiments27. A separate laser beam was added in the x–y 
plane to enable detection of the stripes, which form perpendicularly to 
the superlattice with a periodicity of approximately 2d =  1,064 nm. 
Their detection requires near-resonant yellow light (Bragg probe light 
wavelength λBragg =  589 nm) at an incident angle θ =  16°, fulfilling the 
Bragg condition λBragg =  4dsinθ.

Figure 1b shows the angular distribution of the Rayleigh-scattered 
light induced by the 589-nm laser at δ0 =  0 in the Bragg direction  
(see Methods). The spin–orbit coupling leads to supersolid stripes and 
causes a specular reflection of the Bragg beam, observed as a sharp 
feature in the angular distribution of the Rayleigh-scattered light  
(Fig. 1b). The angular width (full-width at half-maximum, FWHM) 
of the observed peak of 9 ±  1 mrad is consistent with the diffraction 
limit of λBragg/D, where D is the FWHM size of the cloud, demon-
strating phase coherence of the stripes throughout the whole cloud. 
This observation of the Bragg-reflected beam is our main result, and 
constitutes a direct observation of the stripe phase with long-range 
order. For the same parameters, we observe sharp momentum peaks in 
time of flight27—the signature of BECs—which implies superfluidity.

Our detection of the stripe phase is almost background-free, since all 
other density modulations have different directions, as depicted in  
Fig. 2a. The superlattice is orthogonal to the stripes, along the ẑ axis. The 
Raman beams form a moving lattice and create a propagating  density 
modulation at an angle of 45° to the superlattice, parallel to +x zˆ ˆ. The 
pseudospin state in the upper band of the superlattice forms at the min-
imum of the band at a quasimomentum of q =  π /d. The wavevector of 
the stripes is the sum of this quasimomentum and the momentum trans-
fer that accompanies the spin-flip of the spin–orbit coupling interaction27,  
resulting in a stripe wavevector in the x direction. Since the difference 
in the wavevectors between the off- resonant density modulation and  
the stripes is not a reciprocal lattice vector, the Bragg condition cannot 
be simultaneously fulfilled for both density modulations. This  
background-free Bragg detection of the stripes uniquely depends on the 
realization of a coherent array of planar spin–orbit-coupled systems.

For a pure condensate, the contrast of the density modulation is 
predicted5,6 to be η =  2β/Er, which is about 8% for β ≈   300 Hz. Here 
Er =  7.6 kHz is the 23Na recoil energy for a single 1,064-nm photon.  
A sinusoidal density modulation of ηNBEC (where NBEC is the number  
of atoms in the BEC) atoms gives rise to a Bragg signal equivalent 
to γ(ηNBEC)2/4, where γ is the independently measured Rayleigh 
 scattering signal per atom per solid angle, and the factor ¼ is the 
Debye–Waller factor for a sinusoidal modulation. In Fig. 2b, we 
observed the expected behaviour of the Bragg signal to be  proportional 
to NBEC

2 with the appropriate pre-factors. The prediction for the signal 
assumes that the stripes are long-range-ordered throughout the whole 
cloud. If there were m domains, the signal would be m times smaller. 
Therefore, the observed strength of the Bragg signals  confirms the 
long-range coherence already implied by the sharpness of the  angular 
Bragg peak. Another way to quantify the Bragg signal is to define the 
ratio of the peak Bragg intensity to the Rayleigh intensity as ‘gain’, 
which is calculated to be Ntotal(fβ/Er)2, where f =  NBEC/Ntotal is the con-
densate fraction. The inset of Fig. 2b shows the normalized gain as 
a  function of condensate fraction squared. The linear fit to the data 
points is  consistent with a y-axis intercept of zero. This shows that the 
observed gain comes only from the superfluid component of the atomic 
 sample. Figure 2c shows that the Bragg signal increases with larger 
spin–orbit-coupling strength up to β ≈   300 Hz, and starts to decrease 
owing to heating from the Raman driving (see Methods).

Figure 3a shows the phase diagram for spin–orbit-coupled BECs for the 
parameters implemented in this work. The stripe phase is wide, owing to 
the high miscibility of the two orbital pseudospin states. Our spin–orbit 
coupling scheme and the one previously used10,11 with 87Rb are comple-
mentary. In 87Rb, the phase-separated and the single- minimum states 
were easily observed10,11, whereas our scheme favours the stripe phase.

Exploring the phase diagram in the vertical direction requires 
 varying δ0 with the two Raman beams detuned. For δ0 =  0, spin–orbit 
coupling leads to two degenerate spin states. For sufficiently large values 
of δ0 , the ground state is the lower spin state. The vertical width of the 
stripe phase in Fig. 3a depends on the miscibility of the two spin 
 components6,22. However, population relaxation between the two spin 
states is very slow10. For our parameters, the equal population of the 
two pseudospin states is constant during the lifetime of the system for 
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Figure 1 | Origin of supersolid stripes and detection via Bragg 
scattering. a, Supersolid stripes from spin–orbit coupling. Spin–orbit 
coupling adds momentum components +ħkIR or − ħkIR of the opposite 
spin state to the spin-up and spin-down BECs (at the top are spin states 
in momentum space). Matter wave interference leads to a spatial density 
modulation of period 2π /kIR (at the bottom are spin states in real space). 
The spatial periodicity can be directly probed by Bragg scattering.  
b, Angle-resolved Bragg signal. The supersolid stripe phase is detected by 
angle-resolved light scattering. A sharp specular feature in the left panel is 
the Bragg signal due to the periodic density modulation. The diffuse signal 
is Rayleigh scattering filling the round aperture of the imaging system. 
Without spin–orbit coupling, only Rayleigh scattering is observed (right 
panel). The figure is the average over seven shots.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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 wavelengths of 1,064 nm and 532 nm, resulting in a lattice constant of 
d =  532 nm. Spin–orbit coupling was induced by two infrared (IR) 
Raman laser beams λIR =  1,064 nm along the x and z axes, providing a 
momentum transfer ħkRaman =  ħ(kIR, 0, kIR) and spin flip from one well 
to the other with two-photon Rabi frequency Ω . Here ħkIR =  2π ħ/λIR is 
the recoil momentum from a single infrared photon (see ref. 27 and 
Methods). The scheme realizes the spin–orbit Hamiltonian in equation (1) 
with α =  kIR/2, β =  Ω ∆/ /J(1 2 ) , and an extra Zeeman term 
δ0σz =  (δ −   ∆)/2σz, depending on the Raman-beam detuning δ and the 
superlattice offset ∆. The parameters J, Ω  and ∆ are determined from 
calibration experiments27. A separate laser beam was added in the x–y 
plane to enable detection of the stripes, which form perpendicularly to 
the superlattice with a periodicity of approximately 2d =  1,064 nm. 
Their detection requires near-resonant yellow light (Bragg probe light 
wavelength λBragg =  589 nm) at an incident angle θ =  16°, fulfilling the 
Bragg condition λBragg =  4dsinθ.

Figure 1b shows the angular distribution of the Rayleigh-scattered 
light induced by the 589-nm laser at δ0 =  0 in the Bragg direction  
(see Methods). The spin–orbit coupling leads to supersolid stripes and 
causes a specular reflection of the Bragg beam, observed as a sharp 
feature in the angular distribution of the Rayleigh-scattered light  
(Fig. 1b). The angular width (full-width at half-maximum, FWHM) 
of the observed peak of 9 ±  1 mrad is consistent with the diffraction 
limit of λBragg/D, where D is the FWHM size of the cloud, demon-
strating phase coherence of the stripes throughout the whole cloud. 
This observation of the Bragg-reflected beam is our main result, and 
constitutes a direct observation of the stripe phase with long-range 
order. For the same parameters, we observe sharp momentum peaks in 
time of flight27—the signature of BECs—which implies superfluidity.

Our detection of the stripe phase is almost background-free, since all 
other density modulations have different directions, as depicted in  
Fig. 2a. The superlattice is orthogonal to the stripes, along the ẑ axis. The 
Raman beams form a moving lattice and create a propagating  density 
modulation at an angle of 45° to the superlattice, parallel to +x zˆ ˆ. The 
pseudospin state in the upper band of the superlattice forms at the min-
imum of the band at a quasimomentum of q =  π /d. The wavevector of 
the stripes is the sum of this quasimomentum and the momentum trans-
fer that accompanies the spin-flip of the spin–orbit coupling interaction27,  
resulting in a stripe wavevector in the x direction. Since the difference 
in the wavevectors between the off- resonant density modulation and  
the stripes is not a reciprocal lattice vector, the Bragg condition cannot 
be simultaneously fulfilled for both density modulations. This  
background-free Bragg detection of the stripes uniquely depends on the 
realization of a coherent array of planar spin–orbit-coupled systems.

For a pure condensate, the contrast of the density modulation is 
predicted5,6 to be η =  2β/Er, which is about 8% for β ≈   300 Hz. Here 
Er =  7.6 kHz is the 23Na recoil energy for a single 1,064-nm photon.  
A sinusoidal density modulation of ηNBEC (where NBEC is the number  
of atoms in the BEC) atoms gives rise to a Bragg signal equivalent 
to γ(ηNBEC)2/4, where γ is the independently measured Rayleigh 
 scattering signal per atom per solid angle, and the factor ¼ is the 
Debye–Waller factor for a sinusoidal modulation. In Fig. 2b, we 
observed the expected behaviour of the Bragg signal to be  proportional 
to NBEC

2 with the appropriate pre-factors. The prediction for the signal 
assumes that the stripes are long-range-ordered throughout the whole 
cloud. If there were m domains, the signal would be m times smaller. 
Therefore, the observed strength of the Bragg signals  confirms the 
long-range coherence already implied by the sharpness of the  angular 
Bragg peak. Another way to quantify the Bragg signal is to define the 
ratio of the peak Bragg intensity to the Rayleigh intensity as ‘gain’, 
which is calculated to be Ntotal(fβ/Er)2, where f =  NBEC/Ntotal is the con-
densate fraction. The inset of Fig. 2b shows the normalized gain as 
a  function of condensate fraction squared. The linear fit to the data 
points is  consistent with a y-axis intercept of zero. This shows that the 
observed gain comes only from the superfluid component of the atomic 
 sample. Figure 2c shows that the Bragg signal increases with larger 
spin–orbit-coupling strength up to β ≈   300 Hz, and starts to decrease 
owing to heating from the Raman driving (see Methods).

Figure 3a shows the phase diagram for spin–orbit-coupled BECs for the 
parameters implemented in this work. The stripe phase is wide, owing to 
the high miscibility of the two orbital pseudospin states. Our spin–orbit 
coupling scheme and the one previously used10,11 with 87Rb are comple-
mentary. In 87Rb, the phase-separated and the single- minimum states 
were easily observed10,11, whereas our scheme favours the stripe phase.

Exploring the phase diagram in the vertical direction requires 
 varying δ0 with the two Raman beams detuned. For δ0 =  0, spin–orbit 
coupling leads to two degenerate spin states. For sufficiently large values 
of δ0 , the ground state is the lower spin state. The vertical width of the 
stripe phase in Fig. 3a depends on the miscibility of the two spin 
 components6,22. However, population relaxation between the two spin 
states is very slow10. For our parameters, the equal population of the 
two pseudospin states is constant during the lifetime of the system for 
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Bragg + Rayleigh Rayleigh
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⎥ ↓〉
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Figure 1 | Origin of supersolid stripes and detection via Bragg 
scattering. a, Supersolid stripes from spin–orbit coupling. Spin–orbit 
coupling adds momentum components +ħkIR or − ħkIR of the opposite 
spin state to the spin-up and spin-down BECs (at the top are spin states 
in momentum space). Matter wave interference leads to a spatial density 
modulation of period 2π /kIR (at the bottom are spin states in real space). 
The spatial periodicity can be directly probed by Bragg scattering.  
b, Angle-resolved Bragg signal. The supersolid stripe phase is detected by 
angle-resolved light scattering. A sharp specular feature in the left panel is 
the Bragg signal due to the periodic density modulation. The diffuse signal 
is Rayleigh scattering filling the round aperture of the imaging system. 
Without spin–orbit coupling, only Rayleigh scattering is observed (right 
panel). The figure is the average over seven shots.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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Zoo of Scale Invariant Quantum Gases

Non-interacting bosons/
fermions at any dimension

No other length scale 
except for density

Unitary Fermi gas at three 
dimension

Tonks gas of bosons/
fermions at one dimension
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leasinlg the higher enierg atomls fromi the
trap; the remaining atonms then rcthermali:e
to a colder temperature.
We accomplished this release with a ra-

dio frequencx (rf) magnetic field (14). Be-
cause the higher energy atoms sample the

Fig. 1. Schematic of the apparatus. Six laser
beams intersect in a glass cell, creating a magne-
to-optical trap (MOT). The cell is 2.5 cm square by
12 cm long, and the beams are 1.5 cm in diame-
ter. The coils generating the fixed quadrupole and
rotating transverse components of the TOP trap
magnetic fields are shown in green and blue, re-
spectively. The glass cell hangs down from a steel
chamber (not shown) containing a vacuum pump
and rubidium source. Also not shown are coils for
injecting the rf magnetic field for evaporation and
the additional laser beams for imaging and opti-
cally pumping the trapped atom sample.

trap regions with higher miagnetic field,
their spin-flip transition frequencies are
shifted as a result of the Zeeman effect. We
set the frequency of the rf field to selective-
ly drive these atoms into an untrapped spin
state. For optimum cooling, the rf frequency
wxas ramped slovwly dowxnward, causing the
central density and collision rate to increase
and temperature to decrease. The final tem-
perature and phase-space densitx of the
sample depends on the final value of the rf
frequency (v,,,).
A typical data cycle during which atoms

are cooled from 300 K to a few hundred
nanokelvin is as folloxws: (i) For 300 s the
optical forces from a magneto-optical trap
(15) (MOT) collect atoms from a room
temperature, -10 torr vapor (10) of
"'TRb atoms; we used a so-called dark MOT
(16) to reduce the loss mechanisms of an
ordinary MOT, enabling the collection of a

large number (10') of atoms even utinder our
unusually low pressure conditions (17). (ii)
The atom cloud is then quickly compressed
and cooled to 20 IJK by adjustment of the
field gradient and laser frequencx (18). (iii)
A small magnetic bias field is applied, and a
short pulse of circularly polari:ed laser light
optically pumps the magnetic moments of
all the atoms so they are parallel with the
magnetic field (the F = 2, mr = 2 angular
momentuim state.) (19). (ix') All laser light
is removed and a TOP trap is constructed in
place around the atoms, the necessary qua-
drupole and rotating fields being turned on

in 1 ms. (v) The quadrupole field compo-
nent of the TOP trap is then adiabatically
ramped uip to its maximum value, thereby

increasing the elastic cocllision rate lby a
factor of 5.

At this point, we had about 4 x 1©0
atoms with a temperature of abouit 90 [LK in
the trap. The trap has an axial oscillation
frequency of about 120 H: and a cylindri-
cally symmetric radial frequency smaller by
a factor of 8. The nutmber density, aver-
aged over the entire cloud, is 2 X 1010
cm \. The elastic collision rate (19) is ap-
proximately three per second, which is 200
times greater than the one per 70 s loss rate
from the trap.

The sample xwas then evaporatively
cooled for 70 s, during which time both the
rf frequency and the magnittude of the ro-
tating field were ramped down, as described
(13, 20). The choice of the value of v,,~i
for the cycle determines the depth of the rf
cut and the temperature of the remaining
atoms. If vl..,,p is 3.6 MH:, the rf "scalpel"
will have cut all the way into the center of
the trap and no atoms will remain. At the
end of the rf ramp, we allowxed the sample to
equilibrate for 2 s (21) and then expanded
the cloiud to measuire the velocity distribu-
tion. For technical reasons, this expansion
was done in txwo stages. The trap spring
constants wxere first adiabatically, reduced bx,
a factor of 75 and then suddenly reduced to
nearly :ero so that the atoms essentially
expanded ballistically. A field gradient re-
mains that suipports the atoms against grav-
ity to allow longer expansion times. Al-
though this approach provides small trans-
verse restoring forces, these are easily taken
into account in the analysis. After a 60-ms
expansion, the spatial distribution of the

B C

Fig. 2. False-color images display the velocity distribution of the cloud (A) just
before the appearance of the condensate. (B) just after the appearance of the
condensate, and (C) after further evaporation has left a sample of nearly pure
condensate. The circular pattern of the noncondensate fraction (mostly yellow
and green) is an indication that the velocity distribution s isotropic, consistent

with thermal equilibrium. The condensate fraction (mostly blue and white) is

elliptical. indicative that it is a highly nonthermal distribution. The elliptical pattern
is in fact an image of a single, macroscopically occupied quantum wave func-
tion. The field of view of each image is 200 Jm by 270 ipm. The observed
horizontal width of the condensate is broadened by the experimental resolution.
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Direct Observation of the Efimovian Expansion in a Scale Invariant Fermi Gas
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Scale invariance emerges and plays an important role in strongly correlated many-body systems

such as critical regimes nearby a phase transition and unitary Fermi gases. Discrete scaling symmetry

also manifests itself in quantum few-body system known as the Efimov e↵ect. Here we report both

theoretical predication and experimental observation of a novel type expansion dynamics of a scale

invariant quantum gas. When the frequency of the harmonic trap holding the gas decreases as the

inverse of time t, surprisingly, instead of expanding continuously, the mean size of the cloud exhibits

a sequence of plateaus. Remarkably, the locations of these plateaus obey a discrete geometric scaling

law and the scale factor related to the characteristic frequency of Fermi gas is controllable. This

is the first manifestation of the discrete scaling symmetry as exhibited by the Efimov e↵ect in the

time domain of a quantum many-body system, which is closely tied to the spatial continuous scaling

symmetry.

Interaction between dilute ultracold atoms is described
by an s-wave scattering length. For a spin-1/2 Fermi gas,
when the scattering length diverges at a Feshbach reso-
nance, there is no length scale other than the inter-atomic
distance in this many-body system, and therefore the sys-
tem, also known as the unitary Fermi gas, becomes scale
invariant. The spatial scale invariance leads to universal
thermodynamics and transport properties as revealed by
many experiments [1, 2]. On the other hand, in a boson
system with a large scattering length, three-body bound
state can form, while an extra length scale of three-body
parameter will set a short-range boundary condition for
all three bosons being very close. It turns the continuous
scaling symmetry into a discrete scaling symmetry, and
gives rise to infinite number of three-body bound states
whose energies obey a geometric scaling symmetry. This
is known as the Efimov e↵ect [3]. The Efimov e↵ect has
also been observed in quite a few cold atom experiments
[4], and recent experiments have also confirmed the geo-
metric scaling of the energy spectrum [5]. Both the con-
tinuous and the discrete scaling symmetry are interesting
emergent phenomena in a strongly interacting system.

For a harmonic trapped gas, the expansion dynamics
after a sudden or gradual turning o↵ the trap o↵ers great
insight to the property of the gas. Well known example
is the anisotropic expansion that proves hydrodynamics
due to Bose condensation [6] or strong interactions [7].
Other examples are, for instance, slowing down of ex-
pansion in a disorder potential provides evidence for lo-
calization behaviors [8] and expansion in the presence of
optical lattice reveals correlation e↵ects [9]. In this work,
we ask a question that, when a scale invariant quantum
gas is hold by a harmonic trap and let us now gradually
open up the trap by decreasing the trap frequency ! as
1/(
p

�t) (� is a coe�cient and t is the time), as shown
in Fig. 1(a), how does the gas expand? Naively, by di-
mension analysis, one would expect that the cloud size

�
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FIG. 1: (a) The setup of the Efimovian expansion: a scale

invariant ultracold gas expands in a harmonic trap whose fre-

quency decreases as 1/(

p
�t). (b) The predication of the Efi-

movian expansion: the cloud size as a function of time t obeys

a log-periodic function and exhibits a series of plateaus. The

location of the plateaus obeys a geometric scaling law which

is a concequence of the discrete scaling symmetry.

R just increases as
p

t. Here we show, both theoreti-
cally and experimentally, that it is not the case. When
� is smaller than a critical value, the continuous symme-
try is broken. The expansion dynamics displays a dis-
crete scaling symmetry in the time domain. As shown
in Fig. 1(b), R as a function of t displays a sequence
of plateaus, which means that at a set of discrete times
tn the cloud expansion surprisingly stops, despite of the
continuous decreasing of trap frequency. The locations of
the plateaus tn obey a geometric scaling behavior. More
interestingly, this striking behavior of a discrete scaling
behavior in the time domain is in fact a consequence of
the continuous spatial scaling symmetry.

To explain this intriguing dynamics, we shall first point
out the insight that why ! decreases as 1/(

p
�t) is so

special. For simplicity, let us first consider a three-
dimensional isotropic trap V (r) = m!2R2/2. Consider a
many-body system that is invariant under a scale trans-
formation r ! ⇤r, however, in the presence of a static
harmonic trap, the fixed harmonic length introduces an
additional length scale that breaks this spatial scale in-
variance. Nevertheless, if ! changes as 1/(

p
�t), it is

Harmonic trap

decreasing the 
trap frequency

Scale Invariant Quantum Gas

Efimovian Expansion 
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Scale invariance emerges and plays an important role in strongly correlated many-body systems

such as critical regimes nearby a phase transition and unitary Fermi gases. Discrete scaling symmetry

also manifests itself in quantum few-body system known as the Efimov e↵ect. Here we report both

theoretical predication and experimental observation of a novel type expansion dynamics of a scale

invariant quantum gas. When the frequency of the harmonic trap holding the gas decreases as the

inverse of time t, surprisingly, instead of expanding continuously, the mean size of the cloud exhibits

a sequence of plateaus. Remarkably, the locations of these plateaus obey a discrete geometric scaling

law and the scale factor related to the characteristic frequency of Fermi gas is controllable. This

is the first manifestation of the discrete scaling symmetry as exhibited by the Efimov e↵ect in the

time domain of a quantum many-body system, which is closely tied to the spatial continuous scaling

symmetry.

Interaction between dilute ultracold atoms is described
by an s-wave scattering length. For a spin-1/2 Fermi gas,
when the scattering length diverges at a Feshbach reso-
nance, there is no length scale other than the inter-atomic
distance in this many-body system, and therefore the sys-
tem, also known as the unitary Fermi gas, becomes scale
invariant. The spatial scale invariance leads to universal
thermodynamics and transport properties as revealed by
many experiments [1, 2]. On the other hand, in a boson
system with a large scattering length, three-body bound
state can form, while an extra length scale of three-body
parameter will set a short-range boundary condition for
all three bosons being very close. It turns the continuous
scaling symmetry into a discrete scaling symmetry, and
gives rise to infinite number of three-body bound states
whose energies obey a geometric scaling symmetry. This
is known as the Efimov e↵ect [3]. The Efimov e↵ect has
also been observed in quite a few cold atom experiments
[4], and recent experiments have also confirmed the geo-
metric scaling of the energy spectrum [5]. Both the con-
tinuous and the discrete scaling symmetry are interesting
emergent phenomena in a strongly interacting system.

For a harmonic trapped gas, the expansion dynamics
after a sudden or gradual turning o↵ the trap o↵ers great
insight to the property of the gas. Well known example
is the anisotropic expansion that proves hydrodynamics
due to Bose condensation [6] or strong interactions [7].
Other examples are, for instance, slowing down of ex-
pansion in a disorder potential provides evidence for lo-
calization behaviors [8] and expansion in the presence of
optical lattice reveals correlation e↵ects [9]. In this work,
we ask a question that, when a scale invariant quantum
gas is hold by a harmonic trap and let us now gradually
open up the trap by decreasing the trap frequency ! as
1/(
p

�t) (� is a coe�cient and t is the time), as shown
in Fig. 1(a), how does the gas expand? Naively, by di-
mension analysis, one would expect that the cloud size
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FIG. 1: (a) The setup of the Efimovian expansion: a scale

invariant ultracold gas expands in a harmonic trap whose fre-

quency decreases as 1/(

p
�t). (b) The predication of the Efi-

movian expansion: the cloud size as a function of time t obeys

a log-periodic function and exhibits a series of plateaus. The

location of the plateaus obeys a geometric scaling law which

is a concequence of the discrete scaling symmetry.

R just increases as
p

t. Here we show, both theoreti-
cally and experimentally, that it is not the case. When
� is smaller than a critical value, the continuous symme-
try is broken. The expansion dynamics displays a dis-
crete scaling symmetry in the time domain. As shown
in Fig. 1(b), R as a function of t displays a sequence
of plateaus, which means that at a set of discrete times
tn the cloud expansion surprisingly stops, despite of the
continuous decreasing of trap frequency. The locations of
the plateaus tn obey a geometric scaling behavior. More
interestingly, this striking behavior of a discrete scaling
behavior in the time domain is in fact a consequence of
the continuous spatial scaling symmetry.

To explain this intriguing dynamics, we shall first point
out the insight that why ! decreases as 1/(

p
�t) is so

special. For simplicity, let us first consider a three-
dimensional isotropic trap V (r) = m!2R2/2. Consider a
many-body system that is invariant under a scale trans-
formation r ! ⇤r, however, in the presence of a static
harmonic trap, the fixed harmonic length introduces an
additional length scale that breaks this spatial scale in-
variance. Nevertheless, if ! changes as 1/(

p
�t), it is
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super Efimov physics[8], which indicates that the super
Efimov physics is crucially related to the e↵ective poten-
tial V (⇢) = �1/4⇢2 � (s20 � 1/4)/⇢2 log2 ⇢, we consider
following time varying trapping frequency in this paper,

!
2(t) =

1

4t2
+

1

�t2 log2 t/t⇤
. (4)

In fig. (1), we plot the trapping frequency as a function
of time. There are two parameters in the time depen-
dent frequency !(t). � is a dimensionless parameter and
t⇤ > 0 is a parameter with the same dimension of time.
Note that the trapping frequency !(t) keeps decreasing
for t > t⇤, which suggests that the atomic cloud should
keep expanding during the dynamic process. Since !(t)
diverges when t = t⇤, the expansion dynamics should
start with a finite initial trapping frequency at some time
t0 where t0 > t⇤.

Before studying the many-body dynamics of the quan-
tum system, it is useful to take a look at the classical
problem of single particle first. The Newtonian equation
of motion of the time dependent harmonic oscillator is
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If one replaces the position x(t) with  (r), the above
equation is exactly the zero energy Schrödinger equa-
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�1/4⇢2 � (s20 � 1/4)/⇢2 log2 ⇢, which is known to be the
origin of the super Efimov physics. And the solution of
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equation of motion suggests that there may exhibit super
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Now we are ready to solve the many-body dynamics
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dent frequency !(t). � is a dimensionless parameter and
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Note that the trapping frequency !(t) keeps decreasing
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of time. There are two parameters in the time depen-
dent frequency !(t). � is a dimensionless parameter and
t⇤ > 0 is a parameter with the same dimension of time.
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for t > t⇤, which suggests that the atomic cloud should
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diverges when t = t⇤, the expansion dynamics should
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t0 where t0 > t⇤.

Before studying the many-body dynamics of the quan-
tum system, it is useful to take a look at the classical
problem of single particle first. The Newtonian equation
of motion of the time dependent harmonic oscillator is
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2(t)x = 0. (5)

If one replaces the position x(t) with  (r), the above
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tion of a particle moving in an e↵ective potential V (⇢) =
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behavior x(t) / cos[s0 log(log t) + ']. Thus, the classical
equation of motion suggests that there may exhibit super
Efimov like physics in time domain.

Now we are ready to solve the many-body dynamics
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In fig. (1), we plot the trapping frequency as a function
of time. There are two parameters in the time depen-
dent frequency !(t). � is a dimensionless parameter and
t⇤ > 0 is a parameter with the same dimension of time.
Note that the trapping frequency !(t) keeps decreasing
for t > t⇤, which suggests that the atomic cloud should
keep expanding during the dynamic process. Since !(t)
diverges when t = t⇤, the expansion dynamics should
start with a finite initial trapping frequency at some time
t0 where t0 > t⇤.

Before studying the many-body dynamics of the quan-
tum system, it is useful to take a look at the classical
problem of single particle first. The Newtonian equation
of motion of the time dependent harmonic oscillator is

ẍ+ !
2(t)x = 0. (5)

If one replaces the position x(t) with  (r), the above
equation is exactly the zero energy Schrödinger equa-
tion of a particle moving in an e↵ective potential V (⇢) =
�1/4⇢2 � (s20 � 1/4)/⇢2 log2 ⇢, which is known to be the
origin of the super Efimov physics. And the solution of
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behavior x(t) / cos[s0 log(log t) + ']. Thus, the classical
equation of motion suggests that there may exhibit super
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Expansion Dynamics 

Why the equation-of-motion closes ? An incident ?
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In this note, we study the Schrodinger invariance in quantum systems

I. SCHRODINGER ALGEBRA

We start with the single-particle Schrodinger equation in d spatial dimensions:
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where i = 1, 2, .., d labels the spatial dimensions. The general spacetime symmetry of this equation is given by the

Schrodinger group denoted as Schd. The full set of spacetime transformation in Schd is given by
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Hence, if �(t, ~x) is a solution of the Schrodinger equation Eq. 1, we can construct other solutions through

�̃(t, ~x) = eif(t,~x)�(g�1
(t, ~x)). (5)

Here, we’ve used the inverse map g�1
whose original map g : (t, ~x) ! (t0, ~x0

) denotes the map given in Eq. 2. Notice

that the function f(t, ~x) in Eq. 4 is not purely real. In fact, the last term (also the only imaginary term) in Eq. 4

guarantees invariance of the total probability under the transformation, namely
R
ddx|�(t, ~x)|2 =

R
ddx|�̃(t, ~x)|2.

The generators of the Schrodinger group Schd includes temporal translation H, spatial translation P i
, rotations

M ij
, Galilean boosts Ki

[which takes t ! t, ~x ! ~x + ~vt], dilatation D [where time and space dilate with di↵erent

factors: t ! e2�t, ~x ! e�~x] and the special Schrodinger transformation C [which takes t ! t/(1+�t), ~x ! ~x/(1+�t)].
The operator form of these generator are given by

temporal translation: H = �i@t (6)

spatial translation: P i
= �i@i (7)

spatial rotation: M ij
= ixi@j � ixj@i, (8)

Galilean boost: Ki
= �it@i �mxi (9)

dilation: D = �2it@t � ixi@i � i
d

2
(10)

special Schrodinger transformation: C = �it2@t � itxi@i �
1

2
m~x2 � i

d

2
t. (11)

Conformal Symmetry

Generalization to relativistic case  
to probe conformal symmetry 

Ref: D. T. Son



in practices, one should always start with a finite initial trap frequency !0 before turning it

down, which corresponds to an initial time t0 with !0 = 1/(
p
�t0), as shown in Fig. 1(b).

The system is at equilibrium for t < t0, and at t = t
+
0 , hR̂2i(t0) = R

2
0 and dm

dtm hR̂2i|t=t0 = 0

for m = 1, 2. This sets a boundary condition for Eq. 1 which can turn the continuous scaling

symmetry in the time domain into a discrete one.

Furthermore, the solution of Eq. 1 can be generally written in a form as hR2(t)i = C1f
2
1 +

C2f1f2 + C3f
2
2 (The constants C1, C2 and C3 are determined by the boundary conditions), and

both f1 and f2 are two linear independent solutions of

d
2
f

dt2
+

1

�t2
f = 0. (2)

This can be proved rigorously, as shown in the supplementary material. By replacing f(t) as

 (r), t as r, and regarding  as a real wave function, r as the hyper-radius, Eq. 2 is nothing

but the zero-energy Schrödinger equation for the Efimov effect in the hyper-spherical coordinate

(14,15). This reveals the connection between this dynamical expansion and the Efimov problem.

� = 4 is a special point for Eq. 2. For � < 4, two independent solutions for Eq. 2 can be taken

as f1 =
p
t cos((s0/2) ln t) and f2 =

p
t sin((s0/2) ln t), where s0 = 2

q
1/�� 1/4. Hence

hR2i can be finally casted into a log-periodic function as

hR̂2i(t)
R

2
0

=
t

t0

1

sin2
'


1� cos' · cos

✓
s0 ln

t

t0
+ '

◆�
, (3)

where ' = � arctan s0 is determined by the boundary condition at t = t0. Eq. 3 clearly

reveals the discrete scaling symmetry, i.e. when t2 = e
2⇡/s0t1, hR̂2i(t2) = e

2⇡/s0hR̂2i(t1) and

dm

dtm hR̂2i|t=t2 = e
�2⇡(m�1)/s0 dm

dtm hR̂2i|t=t1 for all the m-th order derivatives. Therefore, at time

tn = e
2⇡n/s0t0, the first- and the second-order time derivatives for hR̂2i become zero and the

cloud expansion is strongly suppressed, that is to say, the expansion dynamics shows a series

of plateaus around each tn. Similar conclusion can also be obtained from the hydrodynamics

expansion equations (34,35). Note that s0 is tunable by the speed of how fast the trap frequency
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easy to show that the time-dependent Schrödinger equa-
tion exhibits a new space-time scaling symmetry under
the transformation r ! ⇤r and t ! ⇤2t. Due to the
scaling symmetry, it is straightforward to derive that the
equation-of-motion for the cloud size hR̂2i is given by (see
appendix for detail derivation):

d3

dt3
hR̂2i+

4
�t2

d

dt
hR̂2i � 4

�t3
hR̂2i = 0. (1)

Obviously, the di↵erential equation is invariant under a
continuous scaling of time t. However, in practices, one
should always start with a finite initial trap frequency !0

before turning it down, which corresponds to an initial
time t0 with !0 = 1/(

p
�t0). The system is at equilibrium

for t < t0, that is to say, at t = t0, hR̂2i(t0) = R2
0 and

dn

dtn hR̂2i|t=t0 = 0 for all order of n. This sets a bound-
ary condition for Eq. 1 which can turn the continuous
scaling symmetry in the time domain into a discrete one.
The solution of this di↵erential equation depends on the
value of �. When 0 < � < 4, the solution is log-periodic
function as

hR̂2i(t)
R2

0

=
t

t0

1
sin2 '


1� cos ' · cos

✓
s0 ln

t

t0
+ '

◆�
, (2)

where s0 = 2
p

4/�� 1 and ' = � arctan s0. Eq.
2 clearly reveals the discrete scaling symmetry, i.e.
when t2 = e2⇡/s0t1, hR̂2i(t2) = e2⇡/s0hR̂2i(t1) and
dn

dtn hR̂2i|t=t2 = dn

dtn hR̂2i|t=t1 for all orders of n. There-
fore, at time tn = e2⇡n/s0t0, all orders of the time deriva-
tive for hR̂2i repeat their initial values at the initial time
t0 and vanish again. That means the cloud size stops
to change around tn and the expansion dynamics shows
a series of plateaus. While when � > 4, the cloud size
simply follows a power law as hR̂2i(t) ⇠ t1+⌘ for t � t0,
where ⌘ =

p
1� 4/�.

Here we shall emphasize that this intriguing expansion
dynamics is a universal phenomenon for scale invariant
quantum gases. It is independent of the equation-of-
state. This result can be applied to non-interacting gas,
unitary Fermi gas in three-dimension, weakly-interacting
gases in two-dimension (when anomaly can be ignored),
and a Tonks gas in one-dimension.

Before proceeding to experimental observation of such
dynamical expansion of the ultracold Fermi gases, we
would also like to bring out the analogy to the Efimov
e↵ect. First, when solving the three-body problem in the
hyper-spherical coordinate, one final reaches an e↵ective
potential as �1/⇢2 (⇢ is the hyper-radius) that scales
the same way as the kinetic energy, and the Schrödinger
equation finally reduces to a one-dimensional scale in-
variant di↵erential equation [3]. Secondly, the short-
range boundary condition (i.e. the three-body param-
eter) plays the similar role as the initial trap frequency
here, which sets a boundary condition and turns the sym-
metry into a discrete scaling symmetry. Thirdly, the
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FIG. 2: The mean axial cloud size �z versus the expansion

time texp = t� t0 for a non-interacting Fermi gas of
6
Li mea-

sured at B = 528 Gauss (a) and unitary Fermi gas measured

at B = 832 Gauss (b). Dots are measured data. Black dots for

�z = 0.02, blue dots for �z = 0.07, green dots for �z = 0.36 in

(a) and �z = 0.02, �z = 0.06, �z = 0.01 in (b), respectively.

The dashed lines are the theory curves based on Eq. 2 (with

s0 given by Eq. 4) without any free parameters, and the solid

lines are the best fit using the function form of Eq. 2 with s0

as a fitting parameter. The inset in (b) shows three density

profiles (after time-of-flight) when time t is in the plateau as

indicated by arrows. Error bars represent the standard devi-

ation of the statistic.

solution for the three-body wave function is also a log-
periodic function as Eq. 2. Finally, in our case � plays
the similar role as the mass ratio in the Efimov problem
that controls whether the e↵ect will occur, as well as the
scaling factor. Hence, the dynamical expansion shares
the same symmetry property and similar mathematical
description as the three-body problem. It is the counter-
part of the Efimov e↵ect in the time domian, and thus is
called as “the Efimovian expansion” here.

In our experiments, we use a balanced mixture of 6Li
fermions in the lowest two hyperfine states | "i ⌘ |F =
1/2, M = �1/2i and | #i ⌘ |F = 1/2, M = 1/2i.
Fermionic atoms are loaded into a cross-dipole trap to
perform evaporative cooling [10]. The resulting poten-
tial has a cylindrical symmetry around the propagation
axis of the laser and the trap anisotropic frequency ra-
tio !z/!r is about 9. The trap anisotropy causes an
additional complication compared to the isotropic case
discussed above. Nevertheless, as shown in the supple-

Why plateaus ? 
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factors1,2,7 ep=s0 < 22:7 and e22p=s0 < 1/515 (where s0 ¼ 1.00624),
respectively.
Resonant scattering phenomena arise as a natural consequence of

Efimov’s scenario16. When an Efimov state intersects with the
continuum threshold at negative scattering lengths a, three free
atoms in the ultracold limit resonantly couple to a trimer. This
results in a triatomic Efimov resonance. At finite collision energies,
the phenomenon evolves into a triatomic continuum resonance17.
Another type of Efimov resonance18 is found at positive values of a
for collisions between a free atom and a dimer, when Efimov states
intersect with the dimer–atom threshold. While the latter type of
Efimov resonance corresponds to Feshbach resonances in collisions
between atoms and dimers18, triatomic Efimov resonances can be
interpreted as a three-body generalization to Feshbach resonances8.
Striking manifestations of Efimov physics have been predicted for

three-body recombination processes in ultracold gases with tunable
two-body interactions7,9–12,19. Three-body recombination leads to
losses from a trapped gas with a rate proportional to the third
power of the atomic number density. These losses are commonly
described20 in terms of a loss rate coefficient L3. In the resonant case
ðjaj.. lÞ, it is convenient to express this coefficient in the form
L3 ¼ 3CðaÞ"a4=m, separating a general a 4-scaling20,21 from an
additional dependence9,10,12 C(a). Efimov physics is reflected in a
logarithmically periodic behaviour C(22.7a) ¼ C(a), corresponding
to the scaling of the infinite series of weakly bound trimer states. For
negative scattering lengths, the resonant coupling of three atoms to
an Efimov state opens up fast decay channels into deeply bound
dimer states plus a free atom.
Triatomic Efimov resonances thus show up in giant recombination

loss. This striking phenomenon was first identified in numerical
solutions to the adiabatic hyperspherical approximation of the three-
body Schrödinger equation, assuming simple model potentials and
interpreted in terms of tunnelling through a potential barrier in the
three-body entrance channel9. A different theoretical approach7,10,
based on effective field theory, provides the analytic expression
CðaÞ ¼ 4;590sinhð2h2Þ=ðsin2½s0lnðjaj=a2Þ% þ sinh2h2Þ. The free pa-
rameter a2 for the resonance positions at a2, 22.7 a2,… depends on
the short-range part of the effective three-body interaction and is
thus not determined in the frame of the universal long-range theory.
As a second free parameter, the dimensionless quantity h2 describes
the unknown decay rate of Efimov states into deeply bound dimer
states plus a free atom, and thus characterizes the resonance width.
Our measurements are based on the magnetically tunable inter-

action properties of caesium atoms22 in the lowest internal state. By
applying fields between 0 and 150 G, we varied the s-wave scattering
length a in a range between22,500a0 to 1,600a0, where a0 is Bohr’s
radius. Accurate three-body loss measurements are facilitated by the
fact that inelastic two-body loss is energetically forbidden20. The
characteristic range of the two-body potential is given by the van der
Waals length23, which for caesium is l< 100a0. This leaves us with
enough room to study the universal regime requiring jaj.. l. For
negative a, a maximum value of 25 is attainable for jaj=l. Efimov’s
estimate 1

p ln ðjaj=lÞ for the number of weakly bound trimer states2

suggests the presence of one Efimov resonance in the accessible range
of negative scattering lengths.
Our experimental results (Fig. 2), obtained with optically trapped

thermal samples of caesium atoms in two different set-ups (see
Methods), indeed show a giant loss feature marking the expected
resonance. We present our data in terms of a recombination length9

r3 ¼ ½2m=ð
ffiffiffi
3

p
"ÞL3%1=4, which leads to the simple relation

r3=a¼ 1:36C1=4. Note that the general a4-scaling corresponds to a
linear behaviour in r3(a) (straight lines in Fig. 2). A fit of the analytic
theory7,10 to our experimental data taken for negative a at tempera-
tures T < 10 nK shows a remarkable agreement and determines the
resonance position to a2 ¼ 2850(20)a0 and the decay parameter to
h2 ¼ 0.06(l). The pronounced resonance behaviour with a small
value for the decay parameter (h2 ,, 1) demonstrates a sufficiently

long lifetime of Efimov trimers to allow their observation as distinct
quantum states.
All the results discussed so far are valid in the zero-energy collision

limit of sufficiently low temperatures. For ultralow but non-zero
temperatures the recombination length is unitarity limited19 to
5:2"ðmkBTÞ21=2. For T ¼ 10 nK this limit corresponds to about
60,000a0 and our sample is thus cold enough to justify the zero-
temperature limit. For 250 nK, however, unitarity limits the recom-
bination length to about 12,000a0. The Efimov resonance is still
visible at temperatures of 200 and 250 nK (filled triangles and open
diamonds in Fig. 2). The slight shift to lower values of jaj suggests the
evolution of the zero-energy Efimov resonance into a triatomic
continuum resonance17. In further experiments at higher tempera-
tures (data not shown) we observed the resonance to disappear above
,500 nK.
For positive scattering lengths, we found three-body losses to be

typically much weaker than for negative values. Our measurements
are consistent with a maximum recombination loss of C(a) < 70, or
equivalently r 3 < 3.9a, as predicted by different theories9,11,12

(straight line for a . 0 in Fig. 2). For a below 600a0 the measured
recombination length significantly drops below this upper limit
(inset in Fig. 2). The analytic expression from effective field theory7,12

for a . 0 reads CðaÞ ¼ 67:1e22hþ ðcos 2½s0 lnða=aþÞ%þ sinh2hþÞþ
16:8ð12 e24hþ Þ with the two free parameters aþ and hþ. The first
term describes recombination into the weakly bound dimer state
with an oscillatory behaviour that is due to an interference effect
between two different pathways9,11. The second term results from
decay into deeply bound states. We use this expression to fit our data
points with a. 5l< 500a0. This somewhat arbitrary condition is
introduced as a reasonable choice to satisfy a.. l for the validity of
the universal theory. The fit is quite insensitive to the value of
the decay parameter and yields hþ , 0.2. This result is consistent
with the theoretical assumption10 of the same value for the decay

Figure 2 | Observation of the Efimov resonance in measurements of
three-body recombination. The recombination length r3 / L1=43 is plotted
as a function of the scattering length a. The dots and the filled triangles show
the experimental data from set-up A for initial temperatures around 10 nK
and 200 nK, respectively. The open diamonds are from set-up B at
temperatures of 250 nK. The open squares are previous data20 at initial
temperatures between 250 and 450 nK. The solid curve represents the
analytic model from effective field theory7 with a2 ¼ 2850a0,
aþ ¼ 1,060a0, and h2 ¼ hþ ¼ 0.06. The straight lines result from setting
the sin2 and cos2-terms in the analytic theory to 1, which gives a lower
recombination limit for a , 0 and an upper limit for a . 0. The inset shows
an expanded view for small positive scattering lengths with a minimum for
C(a) / (r 3 /a)

4 near 210a0. The displayed error bars refer to statistical
uncertainties only. Uncertainties in the determination of the atomic number
densities may lead to additional calibration errors for r 3 of up to 20%.

LETTERS NATURE|Vol 440|16 March 2006

316

Three bosons of Cs atoms



Experimental Evidences of Efimov Effect

A

A

A

A

B

B

AAA ABB ABC
133Cs(Innsbruck,	 2006) 41K-87Rb	(Florence 2009?	

Osaka	City	2017)
6Li(Heidelberg 2008,	Penn	
State	2009,	Tokyo	2010)

39K(Florence,	 2009) 40K-87Rb	(JILA,	2013)
7Li(Rice,	Bar Ilan,	2009) 6Li-133Cs	(Heidelberg and	

Chicago,	2014)
85Rb(JILA,	2012) 7Li-87Rb	(Tubingen,	 2015)

A

B

C



The Efimov Effect The Efimovian Expansion

Spatial continuous 
scaling symmetry

Temporal continuous 
scaling symmetry

Short-range boundary 
condition Initial time

Spatial discrete scaling 
symmetry 

Temporal discrete scaling 
symmetry 

as =1

� ~2
d

2

2md2⇢
 � �

⇢2
 = E (19)

4

as =1

� ~2
d

2

2md2⇢
 � �

⇢2
 = E (19)

⇢! ⇤⇢

 =
p
⇢ cos[s0 log(⇢/⇢0)]

4

as =1

� ~2
d

2

2md2⇢
 � �

⇢2
 = E (19)

⇢! ⇤⇢

 =
p
⇢ cos[s0 log(⇢/⇢0)]

⇢! e
2⇡/s0⇢

4

1

SUPPLEMENTAL MATERIAL

The dynamical scaling solution

In the following, we consider a unitary Fermi gas
trapped in a harmonic potential whose frequency has a
time dependence. The Hamiltonian is given as

Ĥ(t) = Ĥ0(t) + V̂ (1)

where the non-interacting part

Ĥ0(t) =
2NX

i=1


� r2

i

2
+

x2
i

2�1t2
+

y2i
2�2t2

+
z2i

2�3t2

�
(2)

represents the kinetic energy plus a time dependent har-
monic trap and V̂ =

P
i2",j2# V (ri � rj) represents

the short range interaction between spin up and down
fermions. Due to the divergence of scattering length a,
V̂ is scale invariant in the zero interaction range limit
such that V (⇤r) = V (r)/⇤2. Thanks to this property of
V̂ and the specific choice of time dependence in Ĥ0(t),
the total Hamiltonian Ĥ has continuous scale invariance
in both configurational and temporal space.

Isotropic trapping. To illustrate the basic idea and get
a better physical intuition, we first consider the simpler
isotropic trap with �1 = �2 = �3 = �. In this case, we
can calculated the cloud size R̂2 =

P
i r

2
i directly from its

equation of motion. The first derivative of hR̂2i is given
as

i
d

dt
hR̂2i = h[R̂2, Ĥ(t)]i = 2ihD̂i, (3)

where D̂ =
P

i
1
2 (ri · pi + pi · ri) is the generator of a

spacial scaling transformation. On the other hand, the
equation of motion of hD̂i is

i
d

dt
hD̂i = h[D̂, Ĥ]i = 2i


hĤ(t)i � hR̂2i

�t2

�
. (4)

where we have used the fact that V (r) is scale invariant
such that [D̂, V̂ ] = 2iV̂ . Combining these two equations
we obtain

d2

dt2
hR̂2i = 4

"
hĤ(t)i � hR̂2i

�t2

#
. (5)

To make the equation closed, one still need to calculate
dhĤ(t)i/dt which can be obtain by Feynman’s theorem:

d

dt
hĤ(t)i =

*
dĤ(t)

dt

+
= �hR̂2i

�t3
. (6)

Combing (5) and (6), we finally obtain the following e-
quation of motion for hR̂2i

d3

dt3
hR̂2i+ 4

�t2
d

dt
hR̂2i � 4

�t3
hR̂2i = 0. (7)

Since this is a third order di↵erential equation, one
needs three initial conditions, which is the value of
hR̂2i, dhR̂2i/dt and d2hR̂2i/dt2 at the starting point
t = t0, to fix the solution. For simplicity, we assume
that the system remains at static before the expansion.
As a result, arbitrary order of time derivative of hR̂2i(t)
remains 0 for all t < t0. On the other hand, since Ĥ(t) is
continuous while dĤ(t)/dt is discontinuous at t = t0, it
is easy to check that only the first and second derivative
of hR̂2i(t) is continuous across t0 while higher derivatives
are discontinuous. Thus we will apply the following ini-
tial conditions

hR̂2i(t0) = R2
0 (8)

d

dt
hR̂2i|t=t0 =

d2

dt2
hR̂2i|t=t0 = 0. (9)

The solution of (7) has very di↵erent behavior for small
and large value of �. For � > �c = 4, we have

hR̂2i(t)
R2

0t/t0
=

�2 � 1

�2

⇢
1� 1

2


(t/t0)�

� + 1
� (t/t0)��

� � 1

��
(10)

where � =
p
1� 4/�. One can see that in the limit t �

t0, the cloud size follows a simple power law hR̂2i(t) ⇠
t1+� , where � can be seen as an anomalous dimension in
the time domain, which describes the scaling deviation
from adiabatic limit. As a result, the continuous scaling
symmetry is still preserved for � > �c and there is no
dynamic Efimov e↵ect in this case.
The situation is much more interesting when 0 < � <

�c. In this case, we have

hR̂2i(t)
R2

0

=
t

t0 sin
2 '


1� cos' · cos

✓
s0 ln

t

t0
+ '

◆�
,(11)

where s0 =
p
4/�� 1 and ' = � arctan s0. Instead of a

simple power law form, hR̂2i(t) now contains a logarith-
mic periodic part which breaks the continuous scaling
symmetry down to a discrete one in the time domain
and satisfy

hR̂2i(te
2n⇡
s0 ) = e

2n⇡
s0 hR̂2i(t) (12)

for arbitrary integer n.
Adiabatic limit. Now let us consider the adiabatic

limit(� ! 0) of the expansion. Physically, it represents
the situation that the trap expands extremely slow. In
this limit, Eq. 11 can be expressed as

hR̂2i(t)
R2

0

=
t

t0


1�

r
�

4
sin

✓
s0 ln

t

t0

◆
+O(�)

�
. (13)

We find that the cloud size R̂2 follows the size of the trap
and grows proportional to t. This behavior is consistent
with the adiabatic theorem which claims that the system
remains in the instantaneous ground state of Ĥ(t).

2

easy to show that the time-dependent Schrödinger equa-
tion exhibits a new space-time scaling symmetry under
the transformation r ! ⇤r and t ! ⇤2t. Due to the
scaling symmetry, it is straightforward to derive that the
equation-of-motion for the cloud size hR̂2i is given by (see
appendix for detail derivation):

d3

dt3
hR̂2i+

4
�t2

d

dt
hR̂2i � 4

�t3
hR̂2i = 0. (1)

Obviously, the di↵erential equation is invariant under a
continuous scaling of time t. However, in practices, one
should always start with a finite initial trap frequency !0

before turning it down, which corresponds to an initial
time t0 with !0 = 1/(

p
�t0). The system is at equilibrium

for t < t0, that is to say, at t = t0, hR̂2i(t0) = R2
0 and

dn

dtn hR̂2i|t=t0 = 0 for all order of n. This sets a bound-
ary condition for Eq. 1 which can turn the continuous
scaling symmetry in the time domain into a discrete one.
The solution of this di↵erential equation depends on the
value of �. When 0 < � < 4, the solution is log-periodic
function as

hR̂2i(t)
R2

0

=
t

t0

1
sin2 '


1� cos ' · cos

✓
s0 ln

t

t0
+ '

◆�
, (2)

where s0 = 2
p

4/�� 1 and ' = � arctan s0. Eq.
2 clearly reveals the discrete scaling symmetry, i.e.
when t2 = e2⇡/s0t1, hR̂2i(t2) = e2⇡/s0hR̂2i(t1) and
dn

dtn hR̂2i|t=t2 = dn

dtn hR̂2i|t=t1 for all orders of n. There-
fore, at time tn = e2⇡n/s0t0, all orders of the time deriva-
tive for hR̂2i repeat their initial values at the initial time
t0 and vanish again. That means the cloud size stops
to change around tn and the expansion dynamics shows
a series of plateaus. While when � > 4, the cloud size
simply follows a power law as hR̂2i(t) ⇠ t1+⌘ for t � t0,
where ⌘ =

p
1� 4/�.

Here we shall emphasize that this intriguing expansion
dynamics is a universal phenomenon for scale invariant
quantum gases. It is independent of the equation-of-
state. This result can be applied to non-interacting gas,
unitary Fermi gas in three-dimension, weakly-interacting
gases in two-dimension (when anomaly can be ignored),
and a Tonks gas in one-dimension.

Before proceeding to experimental observation of such
dynamical expansion of the ultracold Fermi gases, we
would also like to bring out the analogy to the Efimov
e↵ect. First, when solving the three-body problem in the
hyper-spherical coordinate, one final reaches an e↵ective
potential as �1/⇢2 (⇢ is the hyper-radius) that scales
the same way as the kinetic energy, and the Schrödinger
equation finally reduces to a one-dimensional scale in-
variant di↵erential equation [3]. Secondly, the short-
range boundary condition (i.e. the three-body param-
eter) plays the similar role as the initial trap frequency
here, which sets a boundary condition and turns the sym-
metry into a discrete scaling symmetry. Thirdly, the
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FIG. 2: The mean axial cloud size �z versus the expansion

time texp = t� t0 for a non-interacting Fermi gas of
6
Li mea-

sured at B = 528 Gauss (a) and unitary Fermi gas measured

at B = 832 Gauss (b). Dots are measured data. Black dots for

�z = 0.02, blue dots for �z = 0.07, green dots for �z = 0.36 in

(a) and �z = 0.02, �z = 0.06, �z = 0.01 in (b), respectively.

The dashed lines are the theory curves based on Eq. 2 (with

s0 given by Eq. 4) without any free parameters, and the solid

lines are the best fit using the function form of Eq. 2 with s0

as a fitting parameter. The inset in (b) shows three density

profiles (after time-of-flight) when time t is in the plateau as

indicated by arrows. Error bars represent the standard devi-

ation of the statistic.

solution for the three-body wave function is also a log-
periodic function as Eq. 2. Finally, in our case � plays
the similar role as the mass ratio in the Efimov problem
that controls whether the e↵ect will occur, as well as the
scaling factor. Hence, the dynamical expansion shares
the same symmetry property and similar mathematical
description as the three-body problem. It is the counter-
part of the Efimov e↵ect in the time domian, and thus is
called as “the Efimovian expansion” here.

In our experiments, we use a balanced mixture of 6Li
fermions in the lowest two hyperfine states | "i ⌘ |F =
1/2, M = �1/2i and | #i ⌘ |F = 1/2, M = 1/2i.
Fermionic atoms are loaded into a cross-dipole trap to
perform evaporative cooling [10]. The resulting poten-
tial has a cylindrical symmetry around the propagation
axis of the laser and the trap anisotropic frequency ra-
tio !z/!r is about 9. The trap anisotropy causes an
additional complication compared to the isotropic case
discussed above. Nevertheless, as shown in the supple-

lim
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easy to show that the time-dependent Schrödinger equa-
tion exhibits a new space-time scaling symmetry under
the transformation r ! ⇤r and t ! ⇤2t. Due to the
scaling symmetry, it is straightforward to derive that the
equation-of-motion for the cloud size hR̂2i is given by (see
appendix for detail derivation):

d3

dt3
hR̂2i+

4
�t2

d

dt
hR̂2i � 4

�t3
hR̂2i = 0. (1)

Obviously, the di↵erential equation is invariant under a
continuous scaling of time t. However, in practices, one
should always start with a finite initial trap frequency !0

before turning it down, which corresponds to an initial
time t0 with !0 = 1/(

p
�t0). The system is at equilibrium

for t < t0, that is to say, at t = t0, hR̂2i(t0) = R2
0 and

dn

dtn hR̂2i|t=t0 = 0 for all order of n. This sets a bound-
ary condition for Eq. 1 which can turn the continuous
scaling symmetry in the time domain into a discrete one.
The solution of this di↵erential equation depends on the
value of �. When 0 < � < 4, the solution is log-periodic
function as
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where s0 = 2
p

4/�� 1 and ' = � arctan s0. Eq.
2 clearly reveals the discrete scaling symmetry, i.e.
when t2 = e2⇡/s0t1, hR̂2i(t2) = e2⇡/s0hR̂2i(t1) and
dn

dtn hR̂2i|t=t2 = dn

dtn hR̂2i|t=t1 for all orders of n. There-
fore, at time tn = e2⇡n/s0t0, all orders of the time deriva-
tive for hR̂2i repeat their initial values at the initial time
t0 and vanish again. That means the cloud size stops
to change around tn and the expansion dynamics shows
a series of plateaus. While when � > 4, the cloud size
simply follows a power law as hR̂2i(t) ⇠ t1+⌘ for t � t0,
where ⌘ =

p
1� 4/�.

Here we shall emphasize that this intriguing expansion
dynamics is a universal phenomenon for scale invariant
quantum gases. It is independent of the equation-of-
state. This result can be applied to non-interacting gas,
unitary Fermi gas in three-dimension, weakly-interacting
gases in two-dimension (when anomaly can be ignored),
and a Tonks gas in one-dimension.

Before proceeding to experimental observation of such
dynamical expansion of the ultracold Fermi gases, we
would also like to bring out the analogy to the Efimov
e↵ect. First, when solving the three-body problem in the
hyper-spherical coordinate, one final reaches an e↵ective
potential as �1/⇢2 (⇢ is the hyper-radius) that scales
the same way as the kinetic energy, and the Schrödinger
equation finally reduces to a one-dimensional scale in-
variant di↵erential equation [3]. Secondly, the short-
range boundary condition (i.e. the three-body param-
eter) plays the similar role as the initial trap frequency
here, which sets a boundary condition and turns the sym-
metry into a discrete scaling symmetry. Thirdly, the
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�z = 0.02, blue dots for �z = 0.07, green dots for �z = 0.36 in
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s0 given by Eq. 4) without any free parameters, and the solid

lines are the best fit using the function form of Eq. 2 with s0

as a fitting parameter. The inset in (b) shows three density

profiles (after time-of-flight) when time t is in the plateau as

indicated by arrows. Error bars represent the standard devi-

ation of the statistic.

solution for the three-body wave function is also a log-
periodic function as Eq. 2. Finally, in our case � plays
the similar role as the mass ratio in the Efimov problem
that controls whether the e↵ect will occur, as well as the
scaling factor. Hence, the dynamical expansion shares
the same symmetry property and similar mathematical
description as the three-body problem. It is the counter-
part of the Efimov e↵ect in the time domian, and thus is
called as “the Efimovian expansion” here.

In our experiments, we use a balanced mixture of 6Li
fermions in the lowest two hyperfine states | "i ⌘ |F =
1/2, M = �1/2i and | #i ⌘ |F = 1/2, M = 1/2i.
Fermionic atoms are loaded into a cross-dipole trap to
perform evaporative cooling [10]. The resulting poten-
tial has a cylindrical symmetry around the propagation
axis of the laser and the trap anisotropic frequency ra-
tio !z/!r is about 9. The trap anisotropy causes an
additional complication compared to the isotropic case
discussed above. Nevertheless, as shown in the supple-

Figure 2: �z (with �
2
z = 2hR̂2

zi) versus the expansion time texp = t � t0 for a non-interacting
Fermi gas of 6Li measured at B = 528 Gauss (a) and a unitary Fermi gas measured at B = 832
Gauss (b). Dots are measured data. Black, blue and green dots denote �z = 0.02, 0.07 and
0.36 for (a), and �z = 0.01, 0.02 and 0.06 for (b). The dashed lines are the theory curves based
on Eq. 3 (with s0 given by Eq. 5) without any free parameters, and the solid lines are the best
fit using the function form of Eq. 3 with s0 as a fitting parameter. Red dots in both figures
denote the case with �z = 4, and the shaded area is the regime where expansion does not show
discrete scaling symmetry. The inset in (b) shows three successive density profiles (after the
time-of-flight) when the time texp locates inside a plateau as indicated by the arrows. Error bars
represent the standard deviation of the statistic.
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Figure 3: (a) s0 obtained from fitting the expansion curves v.s. � ⌘
q
1/�z � 1/4. The solid

lines are the linear fitting curves and the dashed lines are s0 = !b� with !b = 2 for the non-
interacting fermions and !b =

q
12/5 for the unitary Fermi gas. (b) For a given � and for

the unitary Fermi gas, s0 obtained from fitting the expansion curves for different fermion num-
bers and temperatures. Solid line is the theory value for the unitary Fermi gas and the arrow
indicates the theory value for the non-interacting Fermi gas with same �. Error bars in the ver-
tical direction represent the fitting error and the standard deviation of the statistic. Error bars
in the horizontal direction represents the standard deviation of the statistic in determining � in
repeated measurements.
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measured for the unitary Fermi gas and the non-interacting Fermi gas, respectively. They have
with s0 = 10.53 in (a) and

density profile and � is the value of

measured for the unitary Fermi gas and the non-interacting Fermi gas, respectively. They have
in (a) and s0 = 5.88 in (b).

is the value of at
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Figure 4: �z/�z,0 as a function of texp/t0 (texp = t � t0) is universal for the non-interacting
and the unitary Fermi gas, as long as they have the same s0. Blue dots and red dots are data
measured for the unitary Fermi gas and the non-interacting Fermi gas, respectively. They have
the same s0 with s0 = 10.53 in (a) and s0 = 5.88 in (b). �z is obtained from fitting the Gaussian
density profile and �z,0 is the value of �z at t = t0. Error bars represent the standard deviation
of the statistic.

17

Independent of State of Matter 

‡‡
‡
‡
‡
‡‡‡‡

‡
‡
‡
‡
‡‡
‡‡‡‡‡‡

‡‡‡
‡
‡
‡
‡
‡
‡‡‡

‡
‡
‡‡
‡‡‡

‡‡

‡‡
‡
‡
‡
‡‡
‡‡‡‡

‡‡
‡‡
‡
‡
‡‡‡‡

‡‡‡‡‡‡
‡
‡‡
‡
‡‡
‡
‡‡
‡‡‡‡

‡

0 1 2 3 4 5
1

2

têt0L

s
zês

zH0
L HaL

‡‡
‡
‡
‡
‡‡
‡‡‡‡‡‡

‡‡
‡‡
‡
‡
‡
‡‡‡‡

‡
‡‡
‡

‡
‡
‡
‡
‡‡‡‡‡‡

‡
‡‡

‡
‡
‡
‡
‡
‡‡‡‡

‡‡‡‡
‡‡
‡‡
‡
‡‡‡

‡
‡‡
‡‡
‡‡‡

‡‡‡‡
‡
‡‡
‡
‡
‡‡
‡

0 2 4 6 8
1

2

3

texpêt0

s
zês

zH0
L HbL

Figure 4: �z/�z,0 as a function of texp/t0 (texp = t � t0) is universal for the non-interacting
and the unitary Fermi gas, as long as they have the same s0. Blue dots and red dots are data
measured for the unitary Fermi gas and the non-interacting Fermi gas, respectively. They have
the same s0 with s0 = 10.53 in (a) and s0 = 5.88 in (b). �z is obtained from fitting the Gaussian
density profile and �z,0 is the value of �z at t = t0. Error bars represent the standard deviation
of the statistic.
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Question to Address

Starting from an initial state 

2

for the single particle Hamiltonian [Eq. (4)] is a key to guar-
antee this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theorem
is that it shows that the symmetry of single particle Hamilto-
nian can post strong constraint on the dynamics induced by
the interactions. We will show that all the above three experi-
mental observations can be understood as special examples of
this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given operator Ô that is even or odd
under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain

Ŝ �1e�i(Ĥ0+V̂)tŜ = exp
h
iŜ �1(Ĥ0 + V̂)Ŝ t

i

= exp
h
�i(Ĥ0 � V̂)t

i
.

(8)

where R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain

D
Ô(t)
E
+U
= h 0| ei(Ĥ0+V̂)tÔe�i(Ĥ0+V̂)t | 0i

= h 0| Ŝ ei(Ĥ0�V̂)t
⇣
Ŝ �1ÔŜ

⌘
e�i(Ĥ0�V̂)tŜ �1 | 0i

= h 0| e�i�
⇣
ei(Ĥ0�V̂)t

⌘ ⇣
±Ô
⌘ ⇣

e�i(Ĥ0�V̂)t
⌘

ei� | 0i
= ±hO(t)i�U .

(9)

Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the square
(triangular) ladder. (a) and (b) shows the ladder configuration. (c)
The time evolution of the local densities of the square ladder with
attractive (left half) and repulsive (right half) interactions. The ini-
tial state is a two-boson state located at the central rung: | 0i =
ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34.1, 131.2) Hz. (d)
The same as (c), except that we consider the triangular ladder case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŵ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.

In Fig. 1, we numerically demonstrate this statement by
loading two interacting bosons into two kinds of ladders with
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for the single particle Hamiltonian [Eq. (4)] is a key to guar-
antee this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theorem
is that it shows that the symmetry of single particle Hamilto-
nian can post strong constraint on the dynamics induced by
the interactions. We will show that all the above three experi-
mental observations can be understood as special examples of
this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given operator Ô that is even or odd
under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain
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where R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain
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Ô(t)
E
+U
= h 0| ei(Ĥ0+V̂)tÔe�i(Ĥ0+V̂)t | 0i
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Ŝ �1ÔŜ
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Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the square
(triangular) ladder. (a) and (b) shows the ladder configuration. (c)
The time evolution of the local densities of the square ladder with
attractive (left half) and repulsive (right half) interactions. The ini-
tial state is a two-boson state located at the central rung: | 0i =
ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34.1, 131.2) Hz. (d)
The same as (c), except that we consider the triangular ladder case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŵ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.

In Fig. 1, we numerically demonstrate this statement by
loading two interacting bosons into two kinds of ladders with
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In this letter we present a theorem on dynamics of generalized Hubbard model, and this theorem shows
that the symmetry of the single particle Hamiltonian can protect a kind of dynamical symmetry driven by the
interactions. Here the dynamical symmetry refers to that the time evolution of certain observables are symmetric
between the repulsive and attractive Hubbard models. We demonstrate our theorem with three di↵erent examples
in which the symmetry involves bipartite lattice symmetry, reflection symmetry and translational symmetry,
respectively. Each of these examples relates to one recent cold atom experiment on dynamics in optical lattices
where such a dynamical symmetry is manifested. These experiments include expansion dynamics of atoms,
chirality of atomic motion with a synthetic magnetic flux and melting of charge-density-wave order. Therefore,
our theorem provides a unified view of these seemingly disparate phenomena.

The Hubbard model lies at the heart of studying the strongly
correlated quantum matters [1–5]. It describes either fermions
or bosons hopping in a lattice with short-range interactions
[1, 2]. Normally the Hubbard model considers a single band
situation, and its Hamiltonian is written as

Ĥ = Ĥ0 + V̂ , (1)

where Ĥ0 is the single-particle term and V̂ represents the on-
site interaction between particles. For spinless bosons,

V̂ = U
X

i

ni(ni � 1), (2)

where ni is the density of bosons at site i; for spin-1/2
fermions,

V̂ = U
X

i

ni"ni#, (3)

where ni� (� =", #) is the density of fermions with spin �
at site i. These two cases are called bosonic and fermionic
Hubbard models, respectively. Here U represents the inter-
action strength, and U > 0 (U < 0) means repulsive (attrac-
tive) interaction. For the simplest situation, the single-particle
Hamiltonian Ĥ0 only contains the (real-valued) nearest neigh-
boring hopping terms. In more involved settings, it can also
contain terms such as the periodic modulation of the on-site
energy [6], and the gauge fields can also add extra phases into
the hopping coe�cients [7, 8]. Here we term these interacting
models with di↵erent Ĥ0 as the generalized Hubbard models.

In the past decades, the Hubbard model is also a central
topic for the cold atom quantum simulations [9–12]. The rea-
sons are at least two folds. Firstly, by loading ultracold bosons
or fermions into optical lattices, the system is a faithful rep-
resentation of the bosonic or fermionic Hubbard model, be-
cause the multi-bands e↵ect and the longer rang interaction
are su�ciently weak that can be safely ignored [10]. Sec-
ondly, these cold atom systems are particularly suitable for
studying quantum dynamics [13] in these strongly correlated
systems, which is less studied in previous investigations in the
content of condensed matter systems. For instance, one can

first prepare this many-body system in a certain initial state,
and experimentally observe the time evolution of this state.
In the past decade, quite a few experiments have carried such
investigations. Here we briefly review three of them:

Munich 2012: In this experiment from the Munich group,
they first prepare the Fermi gas in a band insulator in the pres-
ence of a harmonic trap, and then they turn o↵ the harmonic
trap and let the gas expand in a uniform three-dimensional cu-
bic lattice. The dramatic finding is that the expansion dynam-
ics is identical between two systems with +U and �U [14].
In a related earlier experiment, the same group also found that
a Fermi gas expands (instead of shrinks) when interaction be-
comes attractive, which is quite counter intuitive [15].

Munich 2015: Motivated by many-body localization, the
Munich group investigates the relaxation of a charge-density-
wave state of fermions in the presence of an incommensurate
lattice potential. They observe how the charge-density-wave
order evolves in time and saturates at longer times [6]. As
a side result, they also find that the dynamics of this charge-
density-wave (CDW) order is symmetric between positive and
negative U [6].

Harvard 2016: The Harvard group realized a two-leg
Harper-Hofstadter model, in which there exists a uniform syn-
thetic magnetic flux though each plaquette. They focus on
studying the chirality in this model by loading one or two
bosons into the ladder [16]. Here the chirality means that
the wave function is more concentrated in the upper ladder
when atoms move to left (right), while it is more concentrated
in the lower ladder when atoms move to the right (left). Such
a chiral motion has been observed for the single particle case.
However, considering the two-atom case with certain initial
state, surprisingly they find that the chirality vanishes if no
interaction is applied, and the chirality is induced when the
interaction is turned on [16].

One common feature of all these three experiments is that
the time evolution of certain observable is symmetric be-
tween repulsive and attractive interaction models. Following
Ref. [14], we term this symmetry as a kind of “dynamical
symmetry”. The main result of this letter is to present the
following theorem. It shows that the existence of a symmetry
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or bosons hopping in a lattice with short-range interactions
[1, 2]. Normally the Hubbard model considers a single band
situation, and its Hamiltonian is written as

Ĥ = Ĥ0 + V̂ , (1)

where Ĥ0 is the single-particle term and V̂ represents the on-
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where ni� (� =", #) is the density of fermions with spin �
at site i. These two cases are called bosonic and fermionic
Hubbard models, respectively. Here U represents the inter-
action strength, and U > 0 (U < 0) means repulsive (attrac-
tive) interaction. For the simplest situation, the single-particle
Hamiltonian Ĥ0 only contains the (real-valued) nearest neigh-
boring hopping terms. In more involved settings, it can also
contain terms such as the periodic modulation of the on-site
energy [6], and the gauge fields can also add extra phases into
the hopping coe�cients [7, 8]. Here we term these interacting
models with di↵erent Ĥ0 as the generalized Hubbard models.

In the past decades, the Hubbard model is also a central
topic for the cold atom quantum simulations [9–12]. The rea-
sons are at least two folds. Firstly, by loading ultracold bosons
or fermions into optical lattices, the system is a faithful rep-
resentation of the bosonic or fermionic Hubbard model, be-
cause the multi-bands e↵ect and the longer rang interaction
are su�ciently weak that can be safely ignored [10]. Sec-
ondly, these cold atom systems are particularly suitable for
studying quantum dynamics [13] in these strongly correlated
systems, which is less studied in previous investigations in the
content of condensed matter systems. For instance, one can

first prepare this many-body system in a certain initial state,
and experimentally observe the time evolution of this state.
In the past decade, quite a few experiments have carried such
investigations. Here we briefly review three of them:

Munich 2012: In this experiment from the Munich group,
they first prepare the Fermi gas in a band insulator in the pres-
ence of a harmonic trap, and then they turn o↵ the harmonic
trap and let the gas expand in a uniform three-dimensional cu-
bic lattice. The dramatic finding is that the expansion dynam-
ics is identical between two systems with +U and �U [14].
In a related earlier experiment, the same group also found that
a Fermi gas expands (instead of shrinks) when interaction be-
comes attractive, which is quite counter intuitive [15].

Munich 2015: Motivated by many-body localization, the
Munich group investigates the relaxation of a charge-density-
wave state of fermions in the presence of an incommensurate
lattice potential. They observe how the charge-density-wave
order evolves in time and saturates at longer times [6]. As
a side result, they also find that the dynamics of this charge-
density-wave (CDW) order is symmetric between positive and
negative U [6].

Harvard 2016: The Harvard group realized a two-leg
Harper-Hofstadter model, in which there exists a uniform syn-
thetic magnetic flux though each plaquette. They focus on
studying the chirality in this model by loading one or two
bosons into the ladder [16]. Here the chirality means that
the wave function is more concentrated in the upper ladder
when atoms move to left (right), while it is more concentrated
in the lower ladder when atoms move to the right (left). Such
a chiral motion has been observed for the single particle case.
However, considering the two-atom case with certain initial
state, surprisingly they find that the chirality vanishes if no
interaction is applied, and the chirality is induced when the
interaction is turned on [16].

One common feature of all these three experiments is that
the time evolution of certain observable is symmetric be-
tween repulsive and attractive interaction models. Following
Ref. [14], we term this symmetry as a kind of “dynamical
symmetry”. The main result of this letter is to present the
following theorem. It shows that the existence of a symmetry
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the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain

Ŝ �1e�i(Ĥ0+V̂)tŜ = exp
h
iŜ �1(Ĥ0 + V̂)Ŝ t

i

= exp
h
�i(Ĥ0 � V̂)t

i
.

(8)

Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain

D
Ô(t)
E
+U
= h 0| ei(Ĥ0+V̂)tÔe�i(Ĥ0+V̂)t | 0i

= h 0| Ŝ ei(Ĥ0�V̂)t
⇣
Ŝ �1ÔŜ

⌘
e�i(Ĥ0�V̂)tŜ �1 | 0i

= h 0| e�i�
⇣
ei(Ĥ0�V̂)t

⌘ ⇣
±Ô
⌘ ⇣

e�i(Ĥ0�V̂)t
⌘

ei� | 0i
= ±hO(t)i�U .

(9)

Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.
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the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain

Ŝ �1e�i(Ĥ0+V̂)tŜ = exp
h
iŜ �1(Ĥ0 + V̂)Ŝ t
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Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain

D
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Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.
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the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.
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(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain
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and using conditions (ii) and (iii), we obtain
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±Ô
⌘ ⇣
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Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)
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FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.

2

the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain

Ŝ �1e�i(Ĥ0+V̂)tŜ = exp
h
iŜ �1(Ĥ0 + V̂)Ŝ t

i

= exp
h
�i(Ĥ0 � V̂)t

i
.

(8)

Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain
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= ±hO(t)i�U .

(9)

Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)
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FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.
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Figure 1 | Expansion of fermionic atoms after a quench of the trapping potential. First a dephased band-insulator is created in the combination of an
optical lattice and a strong harmonic trap. Subsequently the harmonic confinement is switched off and the cloud expands in a homogeneous Hubbard
model. The observed in situ density distributions demonstrate the strong effects of interactions on the evolution.

the chosen interaction (see Supplementary Information for details).
Subsequently, the expansion is initiated by suddenly eliminating
all confining potentials in the horizontal direction (Fig. 1). The
resultingmass transport is not driven by an external potential but by
density gradients. The applied preparation scheme guarantees that
all interaction effects arise only during the expansion because the
initial state is independent of the chosen interaction.

Non-interacting case
For non-interacting atoms, we observe that the symmetry of the
cloud changes during the expansion from the rotational symmetry
of the initial density distribution to a square symmetry that is
governed by the symmetry of the lattice (Fig. 2).

In the absence of collisions and additional potentials the
Hubbard Hamiltonian consists only of the hopping term HJ =
�J

P
hi,ji ĉ

†
i ĉj , which describes the tunnelling of a particle from

one lattice site to a neighbouring site with a rate J/h̄ (ĉ †
i

(ĉi) denotes the fermionic creation (destruction) operator). This
Hamiltonian gives rise to a ballistic expansion where each initially
localized particle expands independently with a constant quasi-
momentum distribution. As a localized single-particle state (a
Wannier function) is an equal superposition of all Bloch waves
within the first Brillouin zone, the velocity distribution inherits the
square symmetry of the Brillouin zone. This leads to the observed
change in symmetry, as the density distribution after an evolution
time t is given by the convolution of the initial density distribution
(spherical) with the velocity distribution (square) of the individual
atoms (classically: r(t ) = r(0) + vt ; v: possible velocity of an
individual atom, r: corresponding position). In the experiment,
the width of a single-particle wavefunction (Fig. 2, dark blue dots),
which is extracted from the images by deconvolving the observed
cloud size with the initial cloud size, grows linearly with expansion
time, thereby confirming the ballistic expansion. The extracted
mean expansion velocity vexp = phv2i agrees very well with the
quantum-mechanical prediction (solid line) vexp =

p
2d (J/h̄)alat

(d : dimension, alat: lattice constant), that is the averaged group
velocity of the Bloch waves (see Supplementary Information). This
expansion can be seen as a continuous quantum walk20–24. For
comparison, classical (thermal) hopping of a particle (for example
of a thermalized atom on the surface of a crystal) would result in a
random walk, where the width of the resulting density distribution
would scale as the square root of the expansion time (dashed
lines). For very long expansion times, residual corrugations in the
potential become relevant and can distort the square symmetry (see
Supplementary Information).

Interacting case
The ballistic expansion observed for non-interacting atoms is in
stark contrast to the interacting case, where a qualitatively different
dynamics is observed: Fig. 3 shows in situ absorption images taken
after 25ms of expansion in an 8Er deep lattice.

The observed dynamics gradually changes from a purely ballistic
expansion in the non-interacting case into an almost bimodal
expansion for interacting atoms: on increasing |U |, larger and larger
parts of the cloud remain spherical (clearly seen in Fig. 1) and
only a small fraction of atoms in the tails of the cloud exhibits
a square distribution. Here U denotes the strength of the on-site
interaction between different spin components (HI =U

P
i n̂i,#n̂i,").

The spherical shape is a consequence of frequent collisions between
the atoms in the centre of the cloud, which, for the range of
interactions considered here, drive the system to be close to local
thermal equilibrium25,26: within the rather large clouds used in the
experiment, gradients are small and the dynamics in the centre can
be described by coupled nonlinear diffusion equations27 for density
n(r,t ) and local energy e(r,t )

@tn= rD(n)rn (1)

where n = (n, e) and D(n) is a 2 ⇥ 2 matrix of diffusion
constants. Note that in the optical lattice frequent Umklapp
scattering prohibits convective terms in the hydrodynamic equation
(equation (1)). Because the diffusion equation is rotationally
invariant, a diffusive dynamics can directly account for the observed
spherical shape of the high-density core.

For a theoretical description it is essential to realize that the
diffusion equation (equation (1)) is highly singular. As the diffusion
constant is proportional to the scattering time, it diverges as 1/n
for small densities, D(n)⇠ 1/n, as the probability to scatter from
other atoms is linear in n for small densities. Such highly singular
‘superfast’ diffusion equations have been extensively studied in the
mathematical literature28. Remarkably, they predict a completely
unphysical behaviour in large dimensions (d � 2): the particle
number is not conserved, as particles vanish at infinity with
a constant rate (for d = 2). Owing to this breakdown of the
hydrodynamic approach, the expansion is not governed by the
diffusion equation but instead by the physics in the tails of the
cloud where no local equilibrium can be reached. In this regime, the
densities are low and atoms scatter so rarely that their motion again
becomes ballistic. Therefore the tails of the cloud show the square
symmetry characteristic for freely expanding particles (Fig. 3).
This initial fraction of ballistically expanding atoms decreases for
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Figure 1 | Expansion of fermionic atoms after a quench of the trapping potential. First a dephased band-insulator is created in the combination of an
optical lattice and a strong harmonic trap. Subsequently the harmonic confinement is switched off and the cloud expands in a homogeneous Hubbard
model. The observed in situ density distributions demonstrate the strong effects of interactions on the evolution.

the chosen interaction (see Supplementary Information for details).
Subsequently, the expansion is initiated by suddenly eliminating
all confining potentials in the horizontal direction (Fig. 1). The
resultingmass transport is not driven by an external potential but by
density gradients. The applied preparation scheme guarantees that
all interaction effects arise only during the expansion because the
initial state is independent of the chosen interaction.

Non-interacting case
For non-interacting atoms, we observe that the symmetry of the
cloud changes during the expansion from the rotational symmetry
of the initial density distribution to a square symmetry that is
governed by the symmetry of the lattice (Fig. 2).

In the absence of collisions and additional potentials the
Hubbard Hamiltonian consists only of the hopping term HJ =
�J

P
hi,ji ĉ

†
i ĉj , which describes the tunnelling of a particle from

one lattice site to a neighbouring site with a rate J/h̄ (ĉ †
i

(ĉi) denotes the fermionic creation (destruction) operator). This
Hamiltonian gives rise to a ballistic expansion where each initially
localized particle expands independently with a constant quasi-
momentum distribution. As a localized single-particle state (a
Wannier function) is an equal superposition of all Bloch waves
within the first Brillouin zone, the velocity distribution inherits the
square symmetry of the Brillouin zone. This leads to the observed
change in symmetry, as the density distribution after an evolution
time t is given by the convolution of the initial density distribution
(spherical) with the velocity distribution (square) of the individual
atoms (classically: r(t ) = r(0) + vt ; v: possible velocity of an
individual atom, r: corresponding position). In the experiment,
the width of a single-particle wavefunction (Fig. 2, dark blue dots),
which is extracted from the images by deconvolving the observed
cloud size with the initial cloud size, grows linearly with expansion
time, thereby confirming the ballistic expansion. The extracted
mean expansion velocity vexp = phv2i agrees very well with the
quantum-mechanical prediction (solid line) vexp =

p
2d (J/h̄)alat

(d : dimension, alat: lattice constant), that is the averaged group
velocity of the Bloch waves (see Supplementary Information). This
expansion can be seen as a continuous quantum walk20–24. For
comparison, classical (thermal) hopping of a particle (for example
of a thermalized atom on the surface of a crystal) would result in a
random walk, where the width of the resulting density distribution
would scale as the square root of the expansion time (dashed
lines). For very long expansion times, residual corrugations in the
potential become relevant and can distort the square symmetry (see
Supplementary Information).

Interacting case
The ballistic expansion observed for non-interacting atoms is in
stark contrast to the interacting case, where a qualitatively different
dynamics is observed: Fig. 3 shows in situ absorption images taken
after 25ms of expansion in an 8Er deep lattice.

The observed dynamics gradually changes from a purely ballistic
expansion in the non-interacting case into an almost bimodal
expansion for interacting atoms: on increasing |U |, larger and larger
parts of the cloud remain spherical (clearly seen in Fig. 1) and
only a small fraction of atoms in the tails of the cloud exhibits
a square distribution. Here U denotes the strength of the on-site
interaction between different spin components (HI =U

P
i n̂i,#n̂i,").

The spherical shape is a consequence of frequent collisions between
the atoms in the centre of the cloud, which, for the range of
interactions considered here, drive the system to be close to local
thermal equilibrium25,26: within the rather large clouds used in the
experiment, gradients are small and the dynamics in the centre can
be described by coupled nonlinear diffusion equations27 for density
n(r,t ) and local energy e(r,t )

@tn= rD(n)rn (1)

where n = (n, e) and D(n) is a 2 ⇥ 2 matrix of diffusion
constants. Note that in the optical lattice frequent Umklapp
scattering prohibits convective terms in the hydrodynamic equation
(equation (1)). Because the diffusion equation is rotationally
invariant, a diffusive dynamics can directly account for the observed
spherical shape of the high-density core.

For a theoretical description it is essential to realize that the
diffusion equation (equation (1)) is highly singular. As the diffusion
constant is proportional to the scattering time, it diverges as 1/n
for small densities, D(n)⇠ 1/n, as the probability to scatter from
other atoms is linear in n for small densities. Such highly singular
‘superfast’ diffusion equations have been extensively studied in the
mathematical literature28. Remarkably, they predict a completely
unphysical behaviour in large dimensions (d � 2): the particle
number is not conserved, as particles vanish at infinity with
a constant rate (for d = 2). Owing to this breakdown of the
hydrodynamic approach, the expansion is not governed by the
diffusion equation but instead by the physics in the tails of the
cloud where no local equilibrium can be reached. In this regime, the
densities are low and atoms scatter so rarely that their motion again
becomes ballistic. Therefore the tails of the cloud show the square
symmetry characteristic for freely expanding particles (Fig. 3).
This initial fraction of ballistically expanding atoms decreases for
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Figure 3 | Expansion of interacting fermions. a, Experimental in situ absorption images for different interactions after 25 ms expansion in a horizontally
homogeneous lattice. The images show a symmetric crossover from a ballistic expansion for non-interacting clouds to an interaction-dominated expansion
for both attractive and repulsive interactions. Images are averaged over at least five shots and all scales are identical to those in Fig. 2. b, Simulated density
distributions using a 2D Boltzmann equation.

Supplementary Information. In contrast to the high interaction
limit, where the exponentially long lifetime5 of excess doublons
leads to two independent dynamics of doublons and single atoms,
we observe thermal equilibrium between doublons and unpaired
atoms, as shown in detail in the Supplementary Information.

We have shown that the observed transport properties can be
qualitatively predicted by the semi-classical Boltzmann equation
(equation (2)). However, the full quantum dynamics is certainly
more complex and includes, for example, the formation of
entanglement between distant atoms30 as well as the existence of
bound or repulsively bound states. Although the expansion can be
modelled in 1D (ref. 31) usingDMRGmethods32, so far nomethods

are available to calculate the dynamics quantum-mechanically in
higher dimensions. The separation between ballistically expanding
atoms carrying high entropy and the high-density core in the
centre could be used to locally cool the atoms via quantum-
distillation processes33.

Surprisingly, we observe identical density profiles and expansion
rates for repulsive and attractive interactions of the same strength
(Figs 3, 4). Whereas scattering cross sections are proportional to
U 2 for small U , the interaction energy and density gradients
give rise to forces linear in U : repulsive interactions create
a positive pressure, which in free space would lead to an
increased expansion rate, whereas an attractive interaction is
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Example 2: Hofstader-Hubbard Model

3

In Fig. 1, we numerically demonstrate this statement by
loading two interacting bosons into two kinds of ladders with
di↵erent geometries. The initial state is chosen as two bosons
placed at two nearest neighboring sites. We find that the time-
dependent local densities at di↵erent sites obey this dynamical
symmetry when the lattice is a square lattice [Fig. 1(c)], and
do not obey this dynamical symmetry when the lattice is a
triangular one [Fig. 1(d)].

Example 2: In this case we consider atoms hopping in a
square lattice with a uniform magnetic flux � at each plaque-
tte [7, 8, 16, 18, 19], as shown in Fig. 2(a). Here we can
choose a particular gauge such that the hopping along the x
direction acquires a nontrivial phase, and the corresponding
Harper-Hofstdter Hamiltonian can be written as [18, 19]

Ĥ0 = � Jx

X

i,�

h
ei(iy�1/2)�ĉ†ix,iy,�ĉix�1,iy,� + h.c.

i

� Jy

X

i,�

h
ĉ†ix,iy,�ĉix,iy�1,� + h.c.

i
. (13)

Because the time-reversal operation will change the flux � to
��, the choice of Ŵ operator as Eqs. (11) and (12) does not
work here. Instead, one has to include a reflection into the
definition of Ŵ and the reflection axes is a middle line between
ix = 0 and ix = 1, as shown by the dashed line in Fig. 2(a).
That is to say, Ŵ is defined as

Ŵ�1ĉix,iy,�Ŵ = (�1)ix+iy ĉix,1�iy,�, (14)

with which Ŝ satisfies condition (i).
In the Harvard 2017 experiment [16], they consider a two-

leg ladder (with iy = 0 and iy = 1) loaded with bosons. Their
initial state is prepared as

| 0i =
1
4

h
(ĉ†0,0 + ĉ†0,1)2 � (ĉ†0,0 � ĉ†0,1)2

i
|0i

= ĉ†0,0ĉ†0,1|0i. (15)

This initial state is invariant with respect to the refection de-
fined above, and consequently, is invariant under Ŝ . Further-
more, the chirality they considered is whether the atoms mov-
ing to the right is more concentrated in the upper ladder than
the atoms moving to the left. To quantify the amount of chi-
rality, they define the shearing �yCOM [i.e., the di↵erence be-
tween the center-of-mass (COM) displacements along the y
direction for the right and left halves] as follows:

�yCOM(t) =
hÔR
�(t)i

hÔR
+(t)i

� hÔ
L
�(t)i

hÔL
+(t)i
, (16)

where

ÔR
± =
X

ix>0

(n̂ix,iy=1 ± n̂ix,iy=0), (17)

ÔL
± =
X

ix<0

(n̂ix,iy=1 ± n̂ix,iy=0). (18)

FIG. 2. Dynamical symmetry of the Harper-Hofstadter model. (a)
A schematic illustration of the Harper-Hofstadter model. An or-
bital magnetic field is applied to the square lattice, giving rise to
flux � per plaquette. (b) The time-dependent shearing for the at-
tractive (left half) and repulsive (right half) interaction cases. The
initial state is a two-body state located at the central rung [Eq. (15)],
as shown schematically by the inset. The parameters are the same
as the ones in the experiment [16]: � = 0.55⇡, (Jx, Jy, U) =
2⇡ ⇥ (11, 34, 131) Hz. (c) The same as (b), except that we take a
di↵erent initial state [Eq. (21)] as shown schematically by the inset.

It is straightforward to show that

Ŝ �1ÔR/L
± Ŝ = ±ÔR/L

± , (19)

and as a consequence of our theorem, we have

�yCOM(t) |+U = ��yCOM(t) |�U . (20)

Because �yCOM is an odd function in U, it must be zero for all
time when U = 0. This leads to the conclusion that the charity
vanishes for the non-interacting case.

The insight from this theorem is that this conclusion essen-
tially depends on the choice of the initial state. Our theorem
does not hold if the initial state does not respect the symmetry
defined in Eq. (14), for instance, we can consider an alterna-
tive two-body state

| 0i =
1
2

(ĉ†0,1 + ĉ†1,0)(ĉ†1,1 � ĉ†0,0)|0i, (21)

and we shall change the summation in the definition of ÔR
± to

i > 1. It is easy to show that this initial state does not respect
the symmetry operation Ŝ , and �yCOM is no longer an odd
function in U. Thus, �yCOM is finite for the non-interacting
case. In other word, in order to have the phenomenon of “in-
teraction induced chirality” observed in the Harvard 2017 ex-
periment [16], one condition is that the initial state is chosen
to respect this symmetry operation Ŝ that includes reflection.

3

In Fig. 1, we numerically demonstrate this statement by
loading two interacting bosons into two kinds of ladders with
di↵erent geometries. The initial state is chosen as two bosons
placed at two nearest neighboring sites. We find that the time-
dependent local densities at di↵erent sites obey this dynamical
symmetry when the lattice is a square lattice [Fig. 1(c)], and
do not obey this dynamical symmetry when the lattice is a
triangular one [Fig. 1(d)].

Example 2: In this case we consider atoms hopping in a
square lattice with a uniform magnetic flux � at each plaque-
tte [7, 8, 16, 18, 19], as shown in Fig. 2(a). Here we can
choose a particular gauge such that the hopping along the x
direction acquires a nontrivial phase, and the corresponding
Harper-Hofstdter Hamiltonian can be written as [18, 19]
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��, the choice of Ŵ operator as Eqs. (11) and (12) does not
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ix = 0 and ix = 1, as shown by the dashed line in Fig. 2(a).
That is to say, Ŵ is defined as
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fined above, and consequently, is invariant under Ŝ . Further-
more, the chirality they considered is whether the atoms mov-
ing to the right is more concentrated in the upper ladder than
the atoms moving to the left. To quantify the amount of chi-
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Ŝ �1ÔR/L
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definition of Ŵ and the reflection axes is a middle line between
ix = 0 and ix = 1, as shown by the dashed line in Fig. 2(a).
That is to say, Ŵ is defined as
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hÔR
�(t)i

hÔR
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ÔL
± =
X

ix<0

(n̂ix,iy=1 ± n̂ix,iy=0). (18)

FIG. 2. Dynamical symmetry of the Harper-Hofstadter model. (a)
A schematic illustration of the Harper-Hofstadter model. An or-
bital magnetic field is applied to the square lattice, giving rise to
flux � per plaquette. (b) The time-dependent shearing for the at-
tractive (left half) and repulsive (right half) interaction cases. The
initial state is a two-body state located at the central rung [Eq. (15)],
as shown schematically by the inset. The parameters are the same
as the ones in the experiment [16]: � = 0.55⇡, (Jx, Jy, U) =
2⇡ ⇥ (11, 34, 131) Hz. (c) The same as (b), except that we take a
di↵erent initial state [Eq. (21)] as shown schematically by the inset.

It is straightforward to show that
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ĉ†ix,iy,�ĉix,iy�1,� + h.c.

i
. (13)

Because the time-reversal operation will change the flux � to
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i

� Jy

X

i,�

h
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L
�(t)i

hÔL
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± , (19)

and as a consequence of our theorem, we have

�yCOM(t) |+U = ��yCOM(t) |�U . (20)

Because �yCOM is an odd function in U, it must be zero for all
time when U = 0. This leads to the conclusion that the charity
vanishes for the non-interacting case.

The insight from this theorem is that this conclusion essen-
tially depends on the choice of the initial state. Our theorem
does not hold if the initial state does not respect the symmetry
defined in Eq. (14), for instance, we can consider an alterna-
tive two-body state

| 0i =
1
2
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3

In Fig. 1, we numerically demonstrate this statement by
loading two interacting bosons into two kinds of ladders with
di↵erent geometries. The initial state is chosen as two bosons
placed at two nearest neighboring sites. We find that the time-
dependent local densities at di↵erent sites obey this dynamical
symmetry when the lattice is a square lattice [Fig. 1(c)], and
do not obey this dynamical symmetry when the lattice is a
triangular one [Fig. 1(d)].

Example 2: In this case we consider atoms hopping in a
square lattice with a uniform magnetic flux � at each plaque-
tte [7, 8, 16, 18, 19], as shown in Fig. 2(a). Here we can
choose a particular gauge such that the hopping along the x
direction acquires a nontrivial phase, and the corresponding
Harper-Hofstdter Hamiltonian can be written as [18, 19]
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Because �yCOM is an odd function in U, it must be zero for all
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vanishes for the non-interacting case.
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± to
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the symmetry operation Ŝ , and �yCOM is no longer an odd
function in U. Thus, �yCOM is finite for the non-interacting
case. In other word, in order to have the phenomenon of “in-
teraction induced chirality” observed in the Harvard 2017 ex-
periment [16], one condition is that the initial state is chosen
to respect this symmetry operation Ŝ that includes reflection.
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ÔR
± =
X

ix>0

(n̂ix,iy=1 ± n̂ix,iy=0), (17)

ÔL
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tractive (left half) and repulsive (right half) interaction cases. The
initial state is a two-body state located at the central rung [Eq. (15)],
as shown schematically by the inset. The parameters are the same
as the ones in the experiment [16]: � = 0.55⇡, (Jx, Jy, U) =
2⇡ ⇥ (11, 34, 131) Hz. (c) The same as (b), except that we take a
di↵erent initial state [Eq. (21)] as shown schematically by the inset.

It is straightforward to show that

Ŝ �1ÔR/L
± Ŝ = ±ÔR/L

± , (19)

and as a consequence of our theorem, we have

�yCOM(t) |+U = ��yCOM(t) |�U . (20)

Because �yCOM is an odd function in U, it must be zero for all
time when U = 0. This leads to the conclusion that the charity
vanishes for the non-interacting case.

The insight from this theorem is that this conclusion essen-
tially depends on the choice of the initial state. Our theorem
does not hold if the initial state does not respect the symmetry
defined in Eq. (14), for instance, we can consider an alterna-
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| 0i =
1
2

(ĉ†0,1 + ĉ†1,0)(ĉ†1,1 � ĉ†0,0)|0i, (21)

and we shall change the summation in the definition of ÔR
± to

i > 1. It is easy to show that this initial state does not respect
the symmetry operation Ŝ , and �yCOM is no longer an odd
function in U. Thus, �yCOM is finite for the non-interacting
case. In other word, in order to have the phenomenon of “in-
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†
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†

0,0
† . From the initial state | 〉â vac0,S

† , 
we investigate the effect of the artificial magnetic field on the propaga-
tion dynamics of the atom after suddenly reducing the lattice depth in 
the x direction14,15.

At zero flux, the motion of the particle is separable and so we expect 
no dynamics along the y direction because we prepared the atom in the 
ground state along this dimension. However, the coupling of a particle 
to a magnetic field gives rise to a non-separable Hamiltonian, yielding 
chirality and multi-dimensional dynamics in the motion of the atom. In 
Fig. 3b, the y components of the centre-of-mass (yCOM) for the left and 
right halves of the system are plotted as a function of evolution time. 
The density in both halves oscillates between the upper and lower legs 
of the ladder, but these oscillations occur out of phase with each other 
and are biased towards opposite legs. The population that propagates 
to the right (left) is initially biased towards the upper (lower) leg of the 
ladder—a behaviour that is reminiscent of skipping orbits.
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J >  K >  0, these eigenstates hybridize with plane-wave states that run 
along the legs of the ladder such that there are two sub-bands with 
non-zero width of the order of K, split by an energy of the order of J  
(Fig. 3c). Each band is composed of Bloch states of quasi-momentum q, 
with the rung subsystems defining the unit cells of a one-dimensional 
lattice. The population of each site in the rung subsystems (colour scale 
in Fig. 3c) depends on the quasi-momentum of the eigenstate.
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†
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scattering states contribute more to the observed chirality. This finding 
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Figure 1 | Strongly interacting atoms in a gauge field. a, From a two-
dimensional lattice (grey), we isolate a 2 ×  N ladder region (black) in which  
we study the interacting Harper–Hofstadter model. Nearest-neighbour 
lattice sites in the x and y directions are coupled by complex- and real-
valued tunnellings with magnitudes of K and J, respectively, realizing an 
artificial gauge field B with constant flux Φ per unit cell. The x, y and z 
directions are defined by the unit vectors ex, ey and ez, respectively. When 
multiple atoms occupy the same lattice site, they experience a pairwise 
interaction shift U. b, We first study the motion of a single particle that is 
delocalized over two sites of a given rung (green shading). Owing to the 

coupling of motion in the x and y directions induced by the gauge field, 
chiral dynamics emerge through which rightward (leftward) motion 
is correlated with a bias towards the lower (upper) leg of the ladder, as 
illustrated by the green arrows. For comparison, a pair of non-interacting 
particles (U =  0) initialized onto opposite sides of a single rung is shown. 
In this case, the system does not exhibit chirality even in the presence of a 
gauge field. Finally, we study the addition of interactions between particles 
(U ≠ 0) in the two-particle system. These interactions break the symmetry 
between particles moving to the left and to the right, thereby reintroducing 
chiral motion.
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FIG. 3. Dynamical symmetry of the fermionic Aubry-André
model. (a) The dashed line shows the superlattice potential V(x) =
� cos(2⇡�x + ✓) with � = 1/4 and ✓ = 1.0. The open circles indi-
cate the equilibrium positions of the particles in the absence of �.
When � , 0, the equilibrium positions are shifted, as shown by the
filled circles. A unit cell for this case consists of four lattice sites,
which are denoted as A, B, C, and D, respectively. (b-d) The time-
dependent imbalance for di↵erent lattice periodicities (� = 1/4 and
1/6) and initial states [Eqs. (25) and (26)]. The other parameters in
(b-d) are the same: ✓ = 1.0, and (J, �, U) = 2⇡⇥(100, 200, 500) Hz.

In Fig. 2, we show the numerical results for the time evolution
of two bosons with these two di↵erent initial states, respec-
tively, and the results are fully consistent with the conclusion.

Example 3. In this example we consider a one-dimensional
model with an extra on-site potential energy, as schematically
shown in Fig. 3(a), for which the single-particle Hamiltonian
takes the form of the Aubry-André model [20]

Ĥ0 =
X

i,�

h
�J(ĉ†i,�ĉi+1,� + h.c.) + � cos(2⇡�i + ✓)n̂i,�

i
. (22)

Here, � is the strength of a superlattice potential, � controls
the superlattice periodicity, and ✓ is a phase o↵set. Here we
consider the case that � = p/q is a rational number. Now we
discuss the following three di↵erent situations:

(i) p is odd, q is even and q/2 is also an even integer. In
order for the on-site energy term to acquire a minus sign un-
der the symmetry operation, we have to introduce a proper
translational operator into the definition of Ŵ, that is,

Ŵ�1ĉi,�Ŵ = (�1)iĉi+q/2,�. (23)

If the initial state is a uniform state, it is invariant under this
translation. While in the Munich 2015 experiment [6], they
consider a CDW initial state where the density varies alterna-
tively between even and odd sites. Since q/2 is also an even
number, the CDW state is also invariant under this translation.
They examine the time evolution of the density imbalance be-
tween the even and odd site with an operator defined as

Î =
P

i2even n̂i� �
P

i2odd n̂i�P
i2even n̂i� +

P
i2odd n̂i�

. (24)

In this case, we have Ŝ �1ÎŜ = Î. Thus, we conclude that for
both the uniform and CDW states, hÎ(t)i+U = hÎ(t)i�U . In
the Munich 2015 experiment, � = 532/738 ⇡ 0.721 which to
certain extent can be reasonably approximated by 3/4.

In Figs. 3(b) and 3(c), we illustrate this with a numerical so-
lution of two spin-1/2 fermionic atoms case and � = 1/4. The
initial state for the uniform and CDW cases are respectively
taken as

| 0iuniform =
1p
N

NX

i=1

ĉ†i"ĉ
†
i#|0i, (25)

| 0iCDW =
1p
N/2

X

i2even

ĉ†i"ĉ
†
i#|0i. (26)

We find that, for both cases, the time-dependent imbalance
hÎ(t)i is even in U.

(ii) p is odd, q is even but q/2 is an odd integer. In this
case, the symmetry operator for Ĥ0 should still defined as Eq.
(23), and a uniform initial state is still invariant under this
translation. Nevertheless, since q/2 is now odd, a CDW state
defined above does not obey this symmetry. Moreover, in this
case, Ŝ �1ÎŜ = �Î. Thus, we can conclude that, if the initial
state is a uniform state, hÎ(t)i is odd in U; and if the initial
state is a CDW state, there is no symmetry between positive
and negative U. Our numerical calculation for the two-atom
case with � = 1/6 also confirm this conclusion, as shown in
Figs. 3(d) and 3(e).

(iii) q is odd. In this case, no matter p is even or odd, it
can be shown that there is no symmetry operator can satisfy
Ŝ �1Ĥ0Ŝ = �Ĥ0. Therefore, there is no dynamical symmetry
for this case with both the uniform and CDW initial states.

Concluding Remark. Our theorem provides one of rare
theoretical results for the dynamics in interacting quantum
many-body systems that is mathematically rigorous, universal
and directly related to experiments. This result reveals pro-
found connection between the symmetry of the single particle
Hamiltonian and the interaction induced dynamics. Our re-
sults not only explain three di↵erent seemingly disparate ex-
periments, but also o↵er controllable comparative examples
that can be verified by future experiments. Our results may
also find their usage in future cold atom experiments on the
dynamics in the optical lattices, as well as the strongly corre-
lated solid-state materials.

Acknowledgment. This work is supported by MOST under
Grant No. 2016YFA0301600 and NSFC Grant No. 11325418
and No. 11734010.
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initial state for the uniform and CDW cases are respectively
taken as

| 0iuniform =
1p
N

NX

i=1

ĉ†i"ĉ
†
i#|0i, (25)

| 0iCDW =
1p
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X
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†
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We find that, for both cases, the time-dependent imbalance
hÎ(t)i is even in U.

(ii) p is odd, q is even but q/2 is an odd integer. In this
case, the symmetry operator for Ĥ0 should still defined as Eq.
(23), and a uniform initial state is still invariant under this
translation. Nevertheless, since q/2 is now odd, a CDW state
defined above does not obey this symmetry. Moreover, in this
case, Ŝ �1ÎŜ = �Î. Thus, we can conclude that, if the initial
state is a uniform state, hÎ(t)i is odd in U; and if the initial
state is a CDW state, there is no symmetry between positive
and negative U. Our numerical calculation for the two-atom
case with � = 1/6 also confirm this conclusion, as shown in
Figs. 3(d) and 3(e).

(iii) q is odd. In this case, no matter p is even or odd, it
can be shown that there is no symmetry operator can satisfy
Ŝ �1Ĥ0Ŝ = �Ĥ0. Therefore, there is no dynamical symmetry
for this case with both the uniform and CDW initial states.

Concluding Remark. Our theorem provides one of rare
theoretical results for the dynamics in interacting quantum
many-body systems that is mathematically rigorous, universal
and directly related to experiments. This result reveals pro-
found connection between the symmetry of the single particle
Hamiltonian and the interaction induced dynamics. Our re-
sults not only explain three di↵erent seemingly disparate ex-
periments, but also o↵er controllable comparative examples
that can be verified by future experiments. Our results may
also find their usage in future cold atom experiments on the
dynamics in the optical lattices, as well as the strongly corre-
lated solid-state materials.
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FIG. 3. Dynamical symmetry of the fermionic Aubry-André
model. (a) The dashed line shows the superlattice potential V(x) =
� cos(2⇡�x + ✓) with � = 1/4 and ✓ = 1.0. The open circles indi-
cate the equilibrium positions of the particles in the absence of �.
When � , 0, the equilibrium positions are shifted, as shown by the
filled circles. A unit cell for this case consists of four lattice sites,
which are denoted as A, B, C, and D, respectively. (b-d) The time-
dependent imbalance for di↵erent lattice periodicities (� = 1/4 and
1/6) and initial states [Eqs. (25) and (26)]. The other parameters in
(b-d) are the same: ✓ = 1.0, and (J, �, U) = 2⇡⇥(100, 200, 500) Hz.

In Fig. 2, we show the numerical results for the time evolution
of two bosons with these two di↵erent initial states, respec-
tively, and the results are fully consistent with the conclusion.

Example 3. In this example we consider a one-dimensional
model with an extra on-site potential energy, as schematically
shown in Fig. 3(a), for which the single-particle Hamiltonian
takes the form of the Aubry-André model [20]

Ĥ0 =
X

i,�

h
�J(ĉ†i,�ĉi+1,� + h.c.) + � cos(2⇡�i + ✓)n̂i,�

i
. (22)

Here, � is the strength of a superlattice potential, � controls
the superlattice periodicity, and ✓ is a phase o↵set. Here we
consider the case that � = p/q is a rational number. Now we
discuss the following three di↵erent situations:

(i) p is odd, q is even and q/2 is also an even integer. In
order for the on-site energy term to acquire a minus sign un-
der the symmetry operation, we have to introduce a proper
translational operator into the definition of Ŵ, that is,

Ŵ�1ĉi,�Ŵ = (�1)iĉi+q/2,�. (23)

If the initial state is a uniform state, it is invariant under this
translation. While in the Munich 2015 experiment [6], they
consider a CDW initial state where the density varies alterna-
tively between even and odd sites. Since q/2 is also an even
number, the CDW state is also invariant under this translation.
They examine the time evolution of the density imbalance be-
tween the even and odd site with an operator defined as

Î =
P

i2even n̂i� �
P

i2odd n̂i�P
i2even n̂i� +

P
i2odd n̂i�

. (24)

In this case, we have Ŝ �1ÎŜ = Î. Thus, we conclude that for
both the uniform and CDW states, hÎ(t)i+U = hÎ(t)i�U . In
the Munich 2015 experiment, � = 532/738 ⇡ 0.721 which to
certain extent can be reasonably approximated by 3/4.

In Figs. 3(b) and 3(c), we illustrate this with a numerical so-
lution of two spin-1/2 fermionic atoms case and � = 1/4. The
initial state for the uniform and CDW cases are respectively
taken as

| 0iuniform =
1p
N

NX

i=1

ĉ†i"ĉ
†
i#|0i, (25)

| 0iCDW =
1p
N/2

X

i2even

ĉ†i"ĉ
†
i#|0i. (26)

We find that, for both cases, the time-dependent imbalance
hÎ(t)i is even in U.

(ii) p is odd, q is even but q/2 is an odd integer. In this
case, the symmetry operator for Ĥ0 should still defined as Eq.
(23), and a uniform initial state is still invariant under this
translation. Nevertheless, since q/2 is now odd, a CDW state
defined above does not obey this symmetry. Moreover, in this
case, Ŝ �1ÎŜ = �Î. Thus, we can conclude that, if the initial
state is a uniform state, hÎ(t)i is odd in U; and if the initial
state is a CDW state, there is no symmetry between positive
and negative U. Our numerical calculation for the two-atom
case with � = 1/6 also confirm this conclusion, as shown in
Figs. 3(d) and 3(e).

(iii) q is odd. In this case, no matter p is even or odd, it
can be shown that there is no symmetry operator can satisfy
Ŝ �1Ĥ0Ŝ = �Ĥ0. Therefore, there is no dynamical symmetry
for this case with both the uniform and CDW initial states.

Concluding Remark. Our theorem provides one of rare
theoretical results for the dynamics in interacting quantum
many-body systems that is mathematically rigorous, universal
and directly related to experiments. This result reveals pro-
found connection between the symmetry of the single particle
Hamiltonian and the interaction induced dynamics. Our re-
sults not only explain three di↵erent seemingly disparate ex-
periments, but also o↵er controllable comparative examples
that can be verified by future experiments. Our results may
also find their usage in future cold atom experiments on the
dynamics in the optical lattices, as well as the strongly corre-
lated solid-state materials.
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FIG. 3. Dynamical symmetry of the fermionic Aubry-André
model. (a) The dashed line shows the superlattice potential V(x) =
� cos(2⇡�x + ✓) with � = 1/4 and ✓ = 1.0. The open circles indi-
cate the equilibrium positions of the particles in the absence of �.
When � , 0, the equilibrium positions are shifted, as shown by the
filled circles. A unit cell for this case consists of four lattice sites,
which are denoted as A, B, C, and D, respectively. (b-d) The time-
dependent imbalance for di↵erent lattice periodicities (� = 1/4 and
1/6) and initial states [Eqs. (25) and (26)]. The other parameters in
(b-d) are the same: ✓ = 1.0, and (J, �, U) = 2⇡⇥(100, 200, 500) Hz.

In Fig. 2, we show the numerical results for the time evolution
of two bosons with these two di↵erent initial states, respec-
tively, and the results are fully consistent with the conclusion.

Example 3. In this example we consider a one-dimensional
model with an extra on-site potential energy, as schematically
shown in Fig. 3(a), for which the single-particle Hamiltonian
takes the form of the Aubry-André model [20]

Ĥ0 =
X

i,�

h
�J(ĉ†i,�ĉi+1,� + h.c.) + � cos(2⇡�i + ✓)n̂i,�

i
. (22)

Here, � is the strength of a superlattice potential, � controls
the superlattice periodicity, and ✓ is a phase o↵set. Here we
consider the case that � = p/q is a rational number. Now we
discuss the following three di↵erent situations:

(i) p is odd, q is even and q/2 is also an even integer. In
order for the on-site energy term to acquire a minus sign un-
der the symmetry operation, we have to introduce a proper
translational operator into the definition of Ŵ, that is,

Ŵ�1ĉi,�Ŵ = (�1)iĉi+q/2,�. (23)

If the initial state is a uniform state, it is invariant under this
translation. While in the Munich 2015 experiment [6], they
consider a CDW initial state where the density varies alterna-
tively between even and odd sites. Since q/2 is also an even
number, the CDW state is also invariant under this translation.
They examine the time evolution of the density imbalance be-
tween the even and odd site with an operator defined as

Î =
P

i2even n̂i� �
P

i2odd n̂i�P
i2even n̂i� +

P
i2odd n̂i�

. (24)

In this case, we have Ŝ �1ÎŜ = Î. Thus, we conclude that for
both the uniform and CDW states, hÎ(t)i+U = hÎ(t)i�U . In
the Munich 2015 experiment, � = 532/738 ⇡ 0.721 which to
certain extent can be reasonably approximated by 3/4.

In Figs. 3(b) and 3(c), we illustrate this with a numerical so-
lution of two spin-1/2 fermionic atoms case and � = 1/4. The
initial state for the uniform and CDW cases are respectively
taken as

| 0iuniform =
1p
N

NX

i=1

ĉ†i"ĉ
†
i#|0i, (25)

| 0iCDW =
1p
N/2

X

i2even

ĉ†i"ĉ
†
i#|0i. (26)

We find that, for both cases, the time-dependent imbalance
hÎ(t)i is even in U.

(ii) p is odd, q is even but q/2 is an odd integer. In this
case, the symmetry operator for Ĥ0 should still defined as Eq.
(23), and a uniform initial state is still invariant under this
translation. Nevertheless, since q/2 is now odd, a CDW state
defined above does not obey this symmetry. Moreover, in this
case, Ŝ �1ÎŜ = �Î. Thus, we can conclude that, if the initial
state is a uniform state, hÎ(t)i is odd in U; and if the initial
state is a CDW state, there is no symmetry between positive
and negative U. Our numerical calculation for the two-atom
case with � = 1/6 also confirm this conclusion, as shown in
Figs. 3(d) and 3(e).

(iii) q is odd. In this case, no matter p is even or odd, it
can be shown that there is no symmetry operator can satisfy
Ŝ �1Ĥ0Ŝ = �Ĥ0. Therefore, there is no dynamical symmetry
for this case with both the uniform and CDW initial states.

Concluding Remark. Our theorem provides one of rare
theoretical results for the dynamics in interacting quantum
many-body systems that is mathematically rigorous, universal
and directly related to experiments. This result reveals pro-
found connection between the symmetry of the single particle
Hamiltonian and the interaction induced dynamics. Our re-
sults not only explain three di↵erent seemingly disparate ex-
periments, but also o↵er controllable comparative examples
that can be verified by future experiments. Our results may
also find their usage in future cold atom experiments on the
dynamics in the optical lattices, as well as the strongly corre-
lated solid-state materials.
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FIG. 3. Dynamical symmetry of the fermionic Aubry-André
model. (a) The dashed line shows the superlattice potential V(x) =
� cos(2⇡�x + ✓) with � = 1/4 and ✓ = 1.0. The open circles indi-
cate the equilibrium positions of the particles in the absence of �.
When � , 0, the equilibrium positions are shifted, as shown by the
filled circles. A unit cell for this case consists of four lattice sites,
which are denoted as A, B, C, and D, respectively. (b-d) The time-
dependent imbalance for di↵erent lattice periodicities (� = 1/4 and
1/6) and initial states [Eqs. (25) and (26)]. The other parameters in
(b-d) are the same: ✓ = 1.0, and (J, �, U) = 2⇡⇥(100, 200, 500) Hz.

In Fig. 2, we show the numerical results for the time evolution
of two bosons with these two di↵erent initial states, respec-
tively, and the results are fully consistent with the conclusion.

Example 3. In this example we consider a one-dimensional
model with an extra on-site potential energy, as schematically
shown in Fig. 3(a), for which the single-particle Hamiltonian
takes the form of the Aubry-André model [20]

Ĥ0 =
X

i,�

h
�J(ĉ†i,�ĉi+1,� + h.c.) + � cos(2⇡�i + ✓)n̂i,�

i
. (22)

Here, � is the strength of a superlattice potential, � controls
the superlattice periodicity, and ✓ is a phase o↵set. Here we
consider the case that � = p/q is a rational number. Now we
discuss the following three di↵erent situations:

(i) p is odd, q is even and q/2 is also an even integer. In
order for the on-site energy term to acquire a minus sign un-
der the symmetry operation, we have to introduce a proper
translational operator into the definition of Ŵ, that is,

Ŵ�1ĉi,�Ŵ = (�1)iĉi+q/2,�. (23)

If the initial state is a uniform state, it is invariant under this
translation. While in the Munich 2015 experiment [6], they
consider a CDW initial state where the density varies alterna-
tively between even and odd sites. Since q/2 is also an even
number, the CDW state is also invariant under this translation.
They examine the time evolution of the density imbalance be-
tween the even and odd site with an operator defined as

Î =
P

i2even n̂i� �
P

i2odd n̂i�P
i2even n̂i� +

P
i2odd n̂i�

. (24)

In this case, we have Ŝ �1ÎŜ = Î. Thus, we conclude that for
both the uniform and CDW states, hÎ(t)i+U = hÎ(t)i�U . In
the Munich 2015 experiment, � = 532/738 ⇡ 0.721 which to
certain extent can be reasonably approximated by 3/4.

In Figs. 3(b) and 3(c), we illustrate this with a numerical so-
lution of two spin-1/2 fermionic atoms case and � = 1/4. The
initial state for the uniform and CDW cases are respectively
taken as

| 0iuniform =
1p
N

NX

i=1

ĉ†i"ĉ
†
i#|0i, (25)

| 0iCDW =
1p
N/2

X

i2even

ĉ†i"ĉ
†
i#|0i. (26)

We find that, for both cases, the time-dependent imbalance
hÎ(t)i is even in U.

(ii) p is odd, q is even but q/2 is an odd integer. In this
case, the symmetry operator for Ĥ0 should still defined as Eq.
(23), and a uniform initial state is still invariant under this
translation. Nevertheless, since q/2 is now odd, a CDW state
defined above does not obey this symmetry. Moreover, in this
case, Ŝ �1ÎŜ = �Î. Thus, we can conclude that, if the initial
state is a uniform state, hÎ(t)i is odd in U; and if the initial
state is a CDW state, there is no symmetry between positive
and negative U. Our numerical calculation for the two-atom
case with � = 1/6 also confirm this conclusion, as shown in
Figs. 3(d) and 3(e).

(iii) q is odd. In this case, no matter p is even or odd, it
can be shown that there is no symmetry operator can satisfy
Ŝ �1Ĥ0Ŝ = �Ĥ0. Therefore, there is no dynamical symmetry
for this case with both the uniform and CDW initial states.

Concluding Remark. Our theorem provides one of rare
theoretical results for the dynamics in interacting quantum
many-body systems that is mathematically rigorous, universal
and directly related to experiments. This result reveals pro-
found connection between the symmetry of the single particle
Hamiltonian and the interaction induced dynamics. Our re-
sults not only explain three di↵erent seemingly disparate ex-
periments, but also o↵er controllable comparative examples
that can be verified by future experiments. Our results may
also find their usage in future cold atom experiments on the
dynamics in the optical lattices, as well as the strongly corre-
lated solid-state materials.
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model. (a) The dashed line shows the superlattice potential V(x) =
� cos(2⇡�x + ✓) with � = 1/4 and ✓ = 1.0. The open circles indi-
cate the equilibrium positions of the particles in the absence of �.
When � , 0, the equilibrium positions are shifted, as shown by the
filled circles. A unit cell for this case consists of four lattice sites,
which are denoted as A, B, C, and D, respectively. (b-d) The time-
dependent imbalance for di↵erent lattice periodicities (� = 1/4 and
1/6) and initial states [Eqs. (25) and (26)]. The other parameters in
(b-d) are the same: ✓ = 1.0, and (J, �, U) = 2⇡⇥(100, 200, 500) Hz.

In Fig. 2, we show the numerical results for the time evolution
of two bosons with these two di↵erent initial states, respec-
tively, and the results are fully consistent with the conclusion.

Example 3. In this example we consider a one-dimensional
model with an extra on-site potential energy, as schematically
shown in Fig. 3(a), for which the single-particle Hamiltonian
takes the form of the Aubry-André model [20]

Ĥ0 =
X

i,�

h
�J(ĉ†i,�ĉi+1,� + h.c.) + � cos(2⇡�i + ✓)n̂i,�

i
. (22)

Here, � is the strength of a superlattice potential, � controls
the superlattice periodicity, and ✓ is a phase o↵set. Here we
consider the case that � = p/q is a rational number. Now we
discuss the following three di↵erent situations:

(i) p is odd, q is even and q/2 is also an even integer. In
order for the on-site energy term to acquire a minus sign un-
der the symmetry operation, we have to introduce a proper
translational operator into the definition of Ŵ, that is,

Ŵ�1ĉi,�Ŵ = (�1)iĉi+q/2,�. (23)

If the initial state is a uniform state, it is invariant under this
translation. While in the Munich 2015 experiment [6], they
consider a CDW initial state where the density varies alterna-
tively between even and odd sites. Since q/2 is also an even
number, the CDW state is also invariant under this translation.
They examine the time evolution of the density imbalance be-
tween the even and odd site with an operator defined as

Î =
P

i2even n̂i� �
P

i2odd n̂i�P
i2even n̂i� +

P
i2odd n̂i�

. (24)

In this case, we have Ŝ �1ÎŜ = Î. Thus, we conclude that for
both the uniform and CDW states, hÎ(t)i+U = hÎ(t)i�U . In
the Munich 2015 experiment, � = 532/738 ⇡ 0.721 which to
certain extent can be reasonably approximated by 3/4.

In Figs. 3(b) and 3(c), we illustrate this with a numerical so-
lution of two spin-1/2 fermionic atoms case and � = 1/4. The
initial state for the uniform and CDW cases are respectively
taken as

| 0iuniform =
1p
N

NX

i=1

ĉ†i"ĉ
†
i#|0i, (25)

| 0iCDW =
1p
N/2

X

i2even

ĉ†i"ĉ
†
i#|0i. (26)

We find that, for both cases, the time-dependent imbalance
hÎ(t)i is even in U.

(ii) p is odd, q is even but q/2 is an odd integer. In this
case, the symmetry operator for Ĥ0 should still defined as Eq.
(23), and a uniform initial state is still invariant under this
translation. Nevertheless, since q/2 is now odd, a CDW state
defined above does not obey this symmetry. Moreover, in this
case, Ŝ �1ÎŜ = �Î. Thus, we can conclude that, if the initial
state is a uniform state, hÎ(t)i is odd in U; and if the initial
state is a CDW state, there is no symmetry between positive
and negative U. Our numerical calculation for the two-atom
case with � = 1/6 also confirm this conclusion, as shown in
Figs. 3(d) and 3(e).

(iii) q is odd. In this case, no matter p is even or odd, it
can be shown that there is no symmetry operator can satisfy
Ŝ �1Ĥ0Ŝ = �Ĥ0. Therefore, there is no dynamical symmetry
for this case with both the uniform and CDW initial states.

Concluding Remark. Our theorem provides one of rare
theoretical results for the dynamics in interacting quantum
many-body systems that is mathematically rigorous, universal
and directly related to experiments. This result reveals pro-
found connection between the symmetry of the single particle
Hamiltonian and the interaction induced dynamics. Our re-
sults not only explain three di↵erent seemingly disparate ex-
periments, but also o↵er controllable comparative examples
that can be verified by future experiments. Our results may
also find their usage in future cold atom experiments on the
dynamics in the optical lattices, as well as the strongly corre-
lated solid-state materials.
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FIG. 3. Dynamical symmetry of the fermionic Aubry-André
model. (a) The dashed line shows the superlattice potential V(x) =
� cos(2⇡�x + ✓) with � = 1/4 and ✓ = 1.0. The open circles indi-
cate the equilibrium positions of the particles in the absence of �.
When � , 0, the equilibrium positions are shifted, as shown by the
filled circles. A unit cell for this case consists of four lattice sites,
which are denoted as A, B, C, and D, respectively. (b-d) The time-
dependent imbalance for di↵erent lattice periodicities (� = 1/4 and
1/6) and initial states [Eqs. (25) and (26)]. The other parameters in
(b-d) are the same: ✓ = 1.0, and (J, �, U) = 2⇡⇥(100, 200, 500) Hz.

In Fig. 2, we show the numerical results for the time evolution
of two bosons with these two di↵erent initial states, respec-
tively, and the results are fully consistent with the conclusion.

Example 3. In this example we consider a one-dimensional
model with an extra on-site potential energy, as schematically
shown in Fig. 3(a), for which the single-particle Hamiltonian
takes the form of the Aubry-André model [20]

Ĥ0 =
X

i,�

h
�J(ĉ†i,�ĉi+1,� + h.c.) + � cos(2⇡�i + ✓)n̂i,�

i
. (22)

Here, � is the strength of a superlattice potential, � controls
the superlattice periodicity, and ✓ is a phase o↵set. Here we
consider the case that � = p/q is a rational number. Now we
discuss the following three di↵erent situations:

(i) p is odd, q is even and q/2 is also an even integer. In
order for the on-site energy term to acquire a minus sign un-
der the symmetry operation, we have to introduce a proper
translational operator into the definition of Ŵ, that is,

Ŵ�1ĉi,�Ŵ = (�1)iĉi+q/2,�. (23)

If the initial state is a uniform state, it is invariant under this
translation. While in the Munich 2015 experiment [6], they
consider a CDW initial state where the density varies alterna-
tively between even and odd sites. Since q/2 is also an even
number, the CDW state is also invariant under this translation.
They examine the time evolution of the density imbalance be-
tween the even and odd site with an operator defined as

Î =
P

i2even n̂i� �
P

i2odd n̂i�P
i2even n̂i� +

P
i2odd n̂i�

. (24)

In this case, we have Ŝ �1ÎŜ = Î. Thus, we conclude that for
both the uniform and CDW states, hÎ(t)i+U = hÎ(t)i�U . In
the Munich 2015 experiment, � = 532/738 ⇡ 0.721 which to
certain extent can be reasonably approximated by 3/4.

In Figs. 3(b) and 3(c), we illustrate this with a numerical so-
lution of two spin-1/2 fermionic atoms case and � = 1/4. The
initial state for the uniform and CDW cases are respectively
taken as

| 0iuniform =
1p
N
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i=1

ĉ†i"ĉ
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i#|0i, (25)

| 0iCDW =
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We find that, for both cases, the time-dependent imbalance
hÎ(t)i is even in U.

(ii) p is odd, q is even but q/2 is an odd integer. In this
case, the symmetry operator for Ĥ0 should still defined as Eq.
(23), and a uniform initial state is still invariant under this
translation. Nevertheless, since q/2 is now odd, a CDW state
defined above does not obey this symmetry. Moreover, in this
case, Ŝ �1ÎŜ = �Î. Thus, we can conclude that, if the initial
state is a uniform state, hÎ(t)i is odd in U; and if the initial
state is a CDW state, there is no symmetry between positive
and negative U. Our numerical calculation for the two-atom
case with � = 1/6 also confirm this conclusion, as shown in
Figs. 3(d) and 3(e).

(iii) q is odd. In this case, no matter p is even or odd, it
can be shown that there is no symmetry operator can satisfy
Ŝ �1Ĥ0Ŝ = �Ĥ0. Therefore, there is no dynamical symmetry
for this case with both the uniform and CDW initial states.

Concluding Remark. Our theorem provides one of rare
theoretical results for the dynamics in interacting quantum
many-body systems that is mathematically rigorous, universal
and directly related to experiments. This result reveals pro-
found connection between the symmetry of the single particle
Hamiltonian and the interaction induced dynamics. Our re-
sults not only explain three di↵erent seemingly disparate ex-
periments, but also o↵er controllable comparative examples
that can be verified by future experiments. Our results may
also find their usage in future cold atom experiments on the
dynamics in the optical lattices, as well as the strongly corre-
lated solid-state materials.
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FIG. 3. Dynamical symmetry of the fermionic Aubry-André
model. (a) The dashed line shows the superlattice potential V(x) =
� cos(2⇡�x + ✓) with � = 1/4 and ✓ = 1.0. The open circles indi-
cate the equilibrium positions of the particles in the absence of �.
When � , 0, the equilibrium positions are shifted, as shown by the
filled circles. A unit cell for this case consists of four lattice sites,
which are denoted as A, B, C, and D, respectively. (b-d) The time-
dependent imbalance for di↵erent lattice periodicities (� = 1/4 and
1/6) and initial states [Eqs. (25) and (26)]. The other parameters in
(b-d) are the same: ✓ = 1.0, and (J, �, U) = 2⇡⇥(100, 200, 500) Hz.

In Fig. 2, we show the numerical results for the time evolution
of two bosons with these two di↵erent initial states, respec-
tively, and the results are fully consistent with the conclusion.

Example 3. In this example we consider a one-dimensional
model with an extra on-site potential energy, as schematically
shown in Fig. 3(a), for which the single-particle Hamiltonian
takes the form of the Aubry-André model [20]

Ĥ0 =
X

i,�

h
�J(ĉ†i,�ĉi+1,� + h.c.) + � cos(2⇡�i + ✓)n̂i,�

i
. (22)

Here, � is the strength of a superlattice potential, � controls
the superlattice periodicity, and ✓ is a phase o↵set. Here we
consider the case that � = p/q is a rational number. Now we
discuss the following three di↵erent situations:

(i) p is odd, q is even and q/2 is also an even integer. In
order for the on-site energy term to acquire a minus sign un-
der the symmetry operation, we have to introduce a proper
translational operator into the definition of Ŵ, that is,

Ŵ�1ĉi,�Ŵ = (�1)iĉi+q/2,�. (23)

If the initial state is a uniform state, it is invariant under this
translation. While in the Munich 2015 experiment [6], they
consider a CDW initial state where the density varies alterna-
tively between even and odd sites. Since q/2 is also an even
number, the CDW state is also invariant under this translation.
They examine the time evolution of the density imbalance be-
tween the even and odd site with an operator defined as

Î =
P

i2even n̂i� �
P

i2odd n̂i�P
i2even n̂i� +

P
i2odd n̂i�

. (24)

In this case, we have Ŝ �1ÎŜ = Î. Thus, we conclude that for
both the uniform and CDW states, hÎ(t)i+U = hÎ(t)i�U . In
the Munich 2015 experiment, � = 532/738 ⇡ 0.721 which to
certain extent can be reasonably approximated by 3/4.

In Figs. 3(b) and 3(c), we illustrate this with a numerical so-
lution of two spin-1/2 fermionic atoms case and � = 1/4. The
initial state for the uniform and CDW cases are respectively
taken as

| 0iuniform =
1p
N

NX

i=1

ĉ†i"ĉ
†
i#|0i, (25)

| 0iCDW =
1p
N/2

X

i2even

ĉ†i"ĉ
†
i#|0i. (26)

We find that, for both cases, the time-dependent imbalance
hÎ(t)i is even in U.

(ii) p is odd, q is even but q/2 is an odd integer. In this
case, the symmetry operator for Ĥ0 should still defined as Eq.
(23), and a uniform initial state is still invariant under this
translation. Nevertheless, since q/2 is now odd, a CDW state
defined above does not obey this symmetry. Moreover, in this
case, Ŝ �1ÎŜ = �Î. Thus, we can conclude that, if the initial
state is a uniform state, hÎ(t)i is odd in U; and if the initial
state is a CDW state, there is no symmetry between positive
and negative U. Our numerical calculation for the two-atom
case with � = 1/6 also confirm this conclusion, as shown in
Figs. 3(d) and 3(e).

(iii) q is odd. In this case, no matter p is even or odd, it
can be shown that there is no symmetry operator can satisfy
Ŝ �1Ĥ0Ŝ = �Ĥ0. Therefore, there is no dynamical symmetry
for this case with both the uniform and CDW initial states.

Concluding Remark. Our theorem provides one of rare
theoretical results for the dynamics in interacting quantum
many-body systems that is mathematically rigorous, universal
and directly related to experiments. This result reveals pro-
found connection between the symmetry of the single particle
Hamiltonian and the interaction induced dynamics. Our re-
sults not only explain three di↵erent seemingly disparate ex-
periments, but also o↵er controllable comparative examples
that can be verified by future experiments. Our results may
also find their usage in future cold atom experiments on the
dynamics in the optical lattices, as well as the strongly corre-
lated solid-state materials.
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When � , 0, the equilibrium positions are shifted, as shown by the
filled circles. A unit cell for this case consists of four lattice sites,
which are denoted as A, B, C, and D, respectively. (b-d) The time-
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†
i#|0i, (25)

| 0iCDW =
1p
N/2

X

i2even
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Example 3: Aubry-Andre-Hubbard Model

tubes (37, 43). Another potential mechanism
for delocalization at long times is related to
the intrinsic SU(2) spin symmetry in our sys-
tem (44). However, for the relevant observa-
tion times our numerical simulations do not
indicate the presence of such a thermalization
process.
To characterize the dependence of the local-

ization transition on U and D, we focused on the
stationary value of I , plotted in Fig. 3 for non-
interacting atoms and in Fig. 4 for interacting
atoms. For noninteracting atoms (Fig. 3), the
measured imbalance is compatible with extended
stateswithin the finite, trapped system forD/J≲ 2.
Above the critical point of the homogeneous
Aubry-André model at D/J = 2 (38), however,
the measured imbalance strongly increases as
the single-particle eigenstates become more and
more localized. The observed transition agrees
well with our theoreticalmodeling, including the
harmonic trap (37).
The addition of moderate interactions slightly

reduces the degree of localization comparedwith
that of the noninteracting case; they decrease
the imbalance I and hence increase the critical
value of D necessary to cross the delocalization-
localization transition (Fig. 4, A and B). We
found that localization persists for all interac-
tion strengths. For a given disorder, the imbal-
ance I decreases up to a value of U ~ 2D before
increasing again. For large |U|, the system even
becomes more localized than in the noninter-
acting case. This can be understood qualita-
tively by considering an initial state consisting
purely of empty sites and sites with two atoms
(doublons): For sufficiently strong interactions,
isolated doublons represent stable quasiparti-
cles because the two atoms cannot separate and

hence only tunnel with an effective second-order
tunneling rate of JD ¼ 2J2

jU j ≪J (45,46). This strongly
increases the effective disorder ºD/JD ≫D/J
and promotes localization. In the experiment,
the initial doublon fraction is well below one
(37), and the density is finite, so that we ob-
served a weaker effect. We found the localiza-
tion dynamics and the resulting stationary values
to be symmetric around U = 0, highlighting the
dynamical U ↔ –U symmetry of the Hubbard
Hamiltonian for initially localized atoms (47).
The effect of interactions can be seen in the con-
tour lines (Fig. 4A, dotted white lines) as well as
directly in the characteristic “W” shape of the
imbalance at constant disorder (Fig. 4B), dem-
onstrating the re-entrant behavior of the system
(22). This behavior extends to our best estimate
of the localization transition, which is shown in
Fig. 4A as the solid white line.
We can gain additional insight into how local-

ization changes with interaction strength by com-
puting the growth of the entanglement entropy
(37) between the two halves of the system during
the dynamics (Fig. 5A). For long times, we ob-
served a logarithmic growth of the entanglement
entropy with time as S(t) = Soffset + s*ln(t/t),
which is characteristic of the MBL phase (12, 13).
The slope s* is proportional to the bare localiza-
tion length x*, which in a weakly interacting sys-
tem in the localized phase corresponds to the
single-particle localization length. In general,
x* is the characteristic length over which the ef-
fective interactions between the conserved local
densities decay (17, 18) and connects to themany-
body localization length x deep in the localized
phase. In contrast to x, however, x* is expected to
remain finite at the transition (48).We found s* to
exhibit a broad maximum for intermediate inter-
action strengths (Fig. 5B), corresponding to a
maximum in the thus inferred localization length.

Thismaximum in turn leads to aminimum in the
CDW value. Both the characteristic “W” shape in
the imbalance and the maximum in the entan-
glement entropy slope are consequences of the
maximum in localization length. Equivalent in-
formation on the localization properties as ob-
tained from the entanglement entropy can be
gained in experiments by monitoring the tem-
poral decay of fluctuations around the station-
ary value of the CDW (37). Although we do not
have sufficient sensitivity to measure these fluc-
tuations in the current experiment, we expect
them to be accessible to experiments with single-
site resolution (49, 50).
To systematically study the effect of the

initial energy density on the MBL phase, we
loaded the lattice using either attractive, van-
ishing, or repulsive interactions (Fig. 6), pre-
dominantly changing the number of doublons
in the initial state (37). Because the initial state
consists of fully localized particles only, the local
energy density is directly given by the product
of interaction strength U and doublon density.
We found that for an interaction strength during
the evolution of |U/J| ≤ 6, the energy density
does not substantially affect the localization pro-
perties, proving that MBL persists over a wide
energy range. For |U/J| > 8, localization pro-
perties depend substantially on the doublon
fraction because of the second emerging ener-
gy scale JD, as discussed above. Thus, the local-
ization transition can be tuned via changing the
doublon fraction at large U. This constitutes a
direct observation of a many-body mobility edge
because the doublon density dominates the en-
ergy density.
For the case of repulsive loading, which re-

sults in a low fraction of doubly occupied sites,
the imbalance for U/J = 0 and strong interactions
match within error. Indeed, a rigorous mapping
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Fig. 3. Stationary values of the imbalance I as
a function of disorder strength D for noninteract-
ing atoms.The Aubry-André transition is at D/J = 2.
Circles show the experimental data, along with
exact diagonalization (ED) calculations with (red
line) and without (gray line) trap effects (37). Each
experimental data point is the average of three
different evolution times (13.7, 17.1, and 20.5 t)
and four different disorder phases f, for a total of
12 individual measurements per point. To avoid
any interaction effects, only a single spin compo-
nent was used.The ED calculations are averaged
over similar evolution times to the experiment and
12different phase realizations. Error bars show the
SD of the mean.

Fig. 4. Stationary imbalance for various interactionanddisorder strengths. (A) Stationary imbalance
I as a function of interactions U and disorder strength D. Moderate interactions reduce the degree of
localization compared with the noninteracting or strongly interacting cases. The white dotted lines
are contours of equal I , and the solid white line is the contour of I matching the Aubry-André transition
(U = 0 and D/J = 2) extended to the interacting case. It indicates the MBL transition. The green dot-
dashed line shows the fitted minima of I for each D (37). Each individual data point (vertices of the
pseudo-color plot) is the average of the same 12 parameters as in Fig. 3.The color of each square represents
the average imbalance of the four points on the corners. All data were taken with a doublon fraction of
34(2)%. (B) Cuts along four different disorder strengths. The effect of interactions on the localization
gives rise to a characteristic “W” shape. Solid lines are the results of DMRG simulations for a single
homogeneous tube. Error bars indicate the SD of the mean.
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by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
lowest hyperfine states jF ;mFi ¼ j 92 ;−

9
2i ≡ j↓i

and j 92 ;−
7
2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring
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Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.
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by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
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2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring
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Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.
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Summary of Three Examples

Example I  
(Munich 2012)

2

the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain

Ŝ �1e�i(Ĥ0+V̂)tŜ = exp
h
iŜ �1(Ĥ0 + V̂)Ŝ t

i

= exp
h
�i(Ĥ0 � V̂)t

i
.

(8)

Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain

D
Ô(t)
E
+U
= h 0| ei(Ĥ0+V̂)tÔe�i(Ĥ0+V̂)t | 0i

= h 0| Ŝ ei(Ĥ0�V̂)t
⇣
Ŝ �1ÔŜ

⌘
e�i(Ĥ0�V̂)tŜ �1 | 0i

= h 0| e�i�
⇣
ei(Ĥ0�V̂)t

⌘ ⇣
±Ô
⌘ ⇣

e�i(Ĥ0�V̂)t
⌘

ei� | 0i
= ±hO(t)i�U .

(9)

Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.

?
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the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain

Ŝ �1e�i(Ĥ0+V̂)tŜ = exp
h
iŜ �1(Ĥ0 + V̂)Ŝ t

i

= exp
h
�i(Ĥ0 � V̂)t

i
.

(8)

Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain

D
Ô(t)
E
+U
= h 0| ei(Ĥ0+V̂)tÔe�i(Ĥ0+V̂)t | 0i

= h 0| Ŝ ei(Ĥ0�V̂)t
⇣
Ŝ �1ÔŜ

⌘
e�i(Ĥ0�V̂)tŜ �1 | 0i

= h 0| e�i�
⇣
ei(Ĥ0�V̂)t

⌘ ⇣
±Ô
⌘ ⇣

e�i(Ĥ0�V̂)t
⌘

ei� | 0i
= ±hO(t)i�U .

(9)

Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.

if we can find an antiunitary operator
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the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain

Ŝ �1e�i(Ĥ0+V̂)tŜ = exp
h
iŜ �1(Ĥ0 + V̂)Ŝ t

i

= exp
h
�i(Ĥ0 � V̂)t

i
.

(8)

Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain

D
Ô(t)
E
+U
= h 0| ei(Ĥ0+V̂)tÔe�i(Ĥ0+V̂)t | 0i

= h 0| Ŝ ei(Ĥ0�V̂)t
⇣
Ŝ �1ÔŜ

⌘
e�i(Ĥ0�V̂)tŜ �1 | 0i

= h 0| e�i�
⇣
ei(Ĥ0�V̂)t

⌘ ⇣
±Ô
⌘ ⇣

e�i(Ĥ0�V̂)t
⌘

ei� | 0i
= ±hO(t)i�U .

(9)

Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.

(i)

2

the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain

Ŝ �1e�i(Ĥ0+V̂)tŜ = exp
h
iŜ �1(Ĥ0 + V̂)Ŝ t

i

= exp
h
�i(Ĥ0 � V̂)t

i
.

(8)

Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain

D
Ô(t)
E
+U
= h 0| ei(Ĥ0+V̂)tÔe�i(Ĥ0+V̂)t | 0i

= h 0| Ŝ ei(Ĥ0�V̂)t
⇣
Ŝ �1ÔŜ

⌘
e�i(Ĥ0�V̂)tŜ �1 | 0i

= h 0| e�i�
⇣
ei(Ĥ0�V̂)t

⌘ ⇣
±Ô
⌘ ⇣

e�i(Ĥ0�V̂)t
⌘

ei� | 0i
= ±hO(t)i�U .

(9)

Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.

2

the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain

Ŝ �1e�i(Ĥ0+V̂)tŜ = exp
h
iŜ �1(Ĥ0 + V̂)Ŝ t

i

= exp
h
�i(Ĥ0 � V̂)t

i
.

(8)

Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain

D
Ô(t)
E
+U
= h 0| ei(Ĥ0+V̂)tÔe�i(Ĥ0+V̂)t | 0i

= h 0| Ŝ ei(Ĥ0�V̂)t
⇣
Ŝ �1ÔŜ

⌘
e�i(Ĥ0�V̂)tŜ �1 | 0i

= h 0| e�i�
⇣
ei(Ĥ0�V̂)t

⌘ ⇣
±Ô
⌘ ⇣

e�i(Ĥ0�V̂)t
⌘

ei� | 0i
= ±hO(t)i�U .

(9)

Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.

(ii)

2

the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.
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under Ŝ , i.e.
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(iii) We consider a given Hermitian operator Ô that is even
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then we can conclude
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�i(Ĥ0 � V̂)t

i
.

(8)

Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain
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= h 0| e�i�
⇣
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fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
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Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.
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Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)
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It is also easy to see that, when the initial state is chosen as
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satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.
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Ô(t)
E
+U
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where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)
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Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
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applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.

2

the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
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Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
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in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain
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iŜ �1(Ĥ0 + V̂)Ŝ t
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case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.

Theorem: Symmetry Protected Dynamical Symmetry



Example 1: Revisit 

2

the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.
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an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
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(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.
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Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain
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Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.
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time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:
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boring hopping only, in which

H0 = �J
X
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where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
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Ŵ defined as
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choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
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FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.
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In Fig. 1, we numerically demonstrate this statement by
loading two interacting bosons into two kinds of ladders with
di↵erent geometries. The initial state is chosen as two bosons
placed at two nearest neighboring sites. We find that the time-
dependent local densities at di↵erent sites obey this dynamical
symmetry when the lattice is a square lattice [Fig. 1(c)], and
do not obey this dynamical symmetry when the lattice is a
triangular one [Fig. 1(d)].

Example 2: In this case we consider atoms hopping in a
square lattice with a uniform magnetic flux � at each plaque-
tte [7, 8, 16, 18, 19], as shown in Fig. 2(a). Here we can
choose a particular gauge such that the hopping along the x
direction acquires a nontrivial phase, and the corresponding
Harper-Hofstdter Hamiltonian can be written as [18, 19]

Ĥ0 = � Jx

X

i,�

h
ei(iy�1/2)�ĉ†ix,iy,�ĉix�1,iy,� + h.c.
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i
. (13)

Because the time-reversal operation will change the flux � to
��, the choice of Ŵ operator as Eqs. (11) and (12) does not
work here. Instead, one has to include a reflection into the
definition of Ŵ and the reflection axes is a middle line between
ix = 0 and ix = 1, as shown by the dashed line in Fig. 2(a).
That is to say, Ŵ is defined as

Ŵ�1ĉix,iy,�Ŵ = (�1)ix+iy ĉix,1�iy,�, (14)

with which Ŝ satisfies condition (i).
In the Harvard 2017 experiment [16], they consider a two-

leg ladder (with iy = 0 and iy = 1) loaded with bosons. Their
initial state is prepared as

| 0i =
1
4

h
(ĉ†0,0 + ĉ†0,1)2 � (ĉ†0,0 � ĉ†0,1)2

i
|0i

= ĉ†0,0ĉ†0,1|0i. (15)

This initial state is invariant with respect to the refection de-
fined above, and consequently, is invariant under Ŝ . Further-
more, the chirality they considered is whether the atoms mov-
ing to the right is more concentrated in the upper ladder than
the atoms moving to the left. To quantify the amount of chi-
rality, they define the shearing �yCOM [i.e., the di↵erence be-
tween the center-of-mass (COM) displacements along the y
direction for the right and left halves] as follows:

�yCOM(t) =
hÔR
�(t)i

hÔR
+(t)i

� hÔ
L
�(t)i

hÔL
+(t)i
, (16)

where

ÔR
± =
X

ix>0

(n̂ix,iy=1 ± n̂ix,iy=0), (17)

ÔL
± =
X

ix<0

(n̂ix,iy=1 ± n̂ix,iy=0). (18)

FIG. 2. Dynamical symmetry of the Harper-Hofstadter model. (a)
A schematic illustration of the Harper-Hofstadter model. An or-
bital magnetic field is applied to the square lattice, giving rise to
flux � per plaquette. (b) The time-dependent shearing for the at-
tractive (left half) and repulsive (right half) interaction cases. The
initial state is a two-body state located at the central rung [Eq. (15)],
as shown schematically by the inset. The parameters are the same
as the ones in the experiment [16]: � = 0.55⇡, (Jx, Jy, U) =
2⇡ ⇥ (11, 34, 131) Hz. (c) The same as (b), except that we take a
di↵erent initial state [Eq. (21)] as shown schematically by the inset.

It is straightforward to show that

Ŝ �1ÔR/L
± Ŝ = ±ÔR/L

± , (19)

and as a consequence of our theorem, we have

�yCOM(t) |+U = ��yCOM(t) |�U . (20)

Because �yCOM is an odd function in U, it must be zero for all
time when U = 0. This leads to the conclusion that the charity
vanishes for the non-interacting case.

The insight from this theorem is that this conclusion essen-
tially depends on the choice of the initial state. Our theorem
does not hold if the initial state does not respect the symmetry
defined in Eq. (14), for instance, we can consider an alterna-
tive two-body state

| 0i =
1
2

(ĉ†0,1 + ĉ†1,0)(ĉ†1,1 � ĉ†0,0)|0i, (21)

and we shall change the summation in the definition of ÔR
± to

i > 1. It is easy to show that this initial state does not respect
the symmetry operation Ŝ , and �yCOM is no longer an odd
function in U. Thus, �yCOM is finite for the non-interacting
case. In other word, in order to have the phenomenon of “in-
teraction induced chirality” observed in the Harvard 2017 ex-
periment [16], one condition is that the initial state is chosen
to respect this symmetry operation Ŝ that includes reflection.

3

In Fig. 1, we numerically demonstrate this statement by
loading two interacting bosons into two kinds of ladders with
di↵erent geometries. The initial state is chosen as two bosons
placed at two nearest neighboring sites. We find that the time-
dependent local densities at di↵erent sites obey this dynamical
symmetry when the lattice is a square lattice [Fig. 1(c)], and
do not obey this dynamical symmetry when the lattice is a
triangular one [Fig. 1(d)].
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i

� Jy

X

i,�

h
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L
�(t)i

hÔL
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definition of Ŵ and the reflection axes is a middle line between
ix = 0 and ix = 1, as shown by the dashed line in Fig. 2(a).
That is to say, Ŵ is defined as
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bital magnetic field is applied to the square lattice, giving rise to
flux � per plaquette. (b) The time-dependent shearing for the at-
tractive (left half) and repulsive (right half) interaction cases. The
initial state is a two-body state located at the central rung [Eq. (15)],
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as the ones in the experiment [16]: � = 0.55⇡, (Jx, Jy, U) =
2⇡ ⇥ (11, 34, 131) Hz. (c) The same as (b), except that we take a
di↵erent initial state [Eq. (21)] as shown schematically by the inset.
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i

� Jy

X

i,�

h
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ÔL
± =
X

ix<0

(n̂ix,iy=1 ± n̂ix,iy=0). (18)

FIG. 2. Dynamical symmetry of the Harper-Hofstadter model. (a)
A schematic illustration of the Harper-Hofstadter model. An or-
bital magnetic field is applied to the square lattice, giving rise to
flux � per plaquette. (b) The time-dependent shearing for the at-
tractive (left half) and repulsive (right half) interaction cases. The
initial state is a two-body state located at the central rung [Eq. (15)],
as shown schematically by the inset. The parameters are the same
as the ones in the experiment [16]: � = 0.55⇡, (Jx, Jy, U) =
2⇡ ⇥ (11, 34, 131) Hz. (c) The same as (b), except that we take a
di↵erent initial state [Eq. (21)] as shown schematically by the inset.

It is straightforward to show that

Ŝ �1ÔR/L
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3

In Fig. 1, we numerically demonstrate this statement by
loading two interacting bosons into two kinds of ladders with
di↵erent geometries. The initial state is chosen as two bosons
placed at two nearest neighboring sites. We find that the time-
dependent local densities at di↵erent sites obey this dynamical
symmetry when the lattice is a square lattice [Fig. 1(c)], and
do not obey this dynamical symmetry when the lattice is a
triangular one [Fig. 1(d)].

Example 2: In this case we consider atoms hopping in a
square lattice with a uniform magnetic flux � at each plaque-
tte [7, 8, 16, 18, 19], as shown in Fig. 2(a). Here we can
choose a particular gauge such that the hopping along the x
direction acquires a nontrivial phase, and the corresponding
Harper-Hofstdter Hamiltonian can be written as [18, 19]
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± to

i > 1. It is easy to show that this initial state does not respect
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teraction induced chirality” observed in the Harvard 2017 ex-
periment [16], one condition is that the initial state is chosen
to respect this symmetry operation Ŝ that includes reflection.

3

In Fig. 1, we numerically demonstrate this statement by
loading two interacting bosons into two kinds of ladders with
di↵erent geometries. The initial state is chosen as two bosons
placed at two nearest neighboring sites. We find that the time-
dependent local densities at di↵erent sites obey this dynamical
symmetry when the lattice is a square lattice [Fig. 1(c)], and
do not obey this dynamical symmetry when the lattice is a
triangular one [Fig. 1(d)].

Example 2: In this case we consider atoms hopping in a
square lattice with a uniform magnetic flux � at each plaque-
tte [7, 8, 16, 18, 19], as shown in Fig. 2(a). Here we can
choose a particular gauge such that the hopping along the x
direction acquires a nontrivial phase, and the corresponding
Harper-Hofstdter Hamiltonian can be written as [18, 19]

Ĥ0 = � Jx

X

i,�

h
ei(iy�1/2)�ĉ†ix,iy,�ĉix�1,iy,� + h.c.
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ĉ†ix,iy,�ĉix,iy�1,� + h.c.

i
. (13)

Because the time-reversal operation will change the flux � to
��, the choice of Ŵ operator as Eqs. (11) and (12) does not
work here. Instead, one has to include a reflection into the
definition of Ŵ and the reflection axes is a middle line between
ix = 0 and ix = 1, as shown by the dashed line in Fig. 2(a).
That is to say, Ŵ is defined as

Ŵ�1ĉix,iy,�Ŵ = (�1)ix+iy ĉix,1�iy,�, (14)

with which Ŝ satisfies condition (i).
In the Harvard 2017 experiment [16], they consider a two-
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1
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(ĉ†0,0 + ĉ†0,1)2 � (ĉ†0,0 � ĉ†0,1)2

i
|0i

= ĉ†0,0ĉ†0,1|0i. (15)

This initial state is invariant with respect to the refection de-
fined above, and consequently, is invariant under Ŝ . Further-
more, the chirality they considered is whether the atoms mov-
ing to the right is more concentrated in the upper ladder than
the atoms moving to the left. To quantify the amount of chi-
rality, they define the shearing �yCOM [i.e., the di↵erence be-
tween the center-of-mass (COM) displacements along the y
direction for the right and left halves] as follows:
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� hÔ
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�(t)i
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+(t)i
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ÔR
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ÔL
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(n̂ix,iy=1 ± n̂ix,iy=0). (18)
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FIG. 2. Dynamical symmetry of the Harper-Hofstadter model. (a)
A schematic illustration of the Harper-Hofstadter model. An or-
bital magnetic field is applied to the square lattice, giving rise to
flux � per plaquette. (b) The time-dependent shearing for the at-
tractive (left half) and repulsive (right half) interaction cases. The
initial state is a two-body state located at the central rung [Eq. (15)],
as shown schematically by the inset. The parameters are the same
as the ones in the experiment [16]: � = 0.55⇡, (Jx, Jy, U) =
2⇡ ⇥ (11, 34, 131) Hz. (c) The same as (b), except that we take a
di↵erent initial state [Eq. (21)] as shown schematically by the inset.
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± Ŝ = ±ÔR/L
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and as a consequence of our theorem, we have

�yCOM(t) |+U = ��yCOM(t) |�U . (20)

Because �yCOM is an odd function in U, it must be zero for all
time when U = 0. This leads to the conclusion that the charity
vanishes for the non-interacting case.

The insight from this theorem is that this conclusion essen-
tially depends on the choice of the initial state. Our theorem
does not hold if the initial state does not respect the symmetry
defined in Eq. (14), for instance, we can consider an alterna-
tive two-body state

| 0i =
1
2

(ĉ†0,1 + ĉ†1,0)(ĉ†1,1 � ĉ†0,0)|0i, (21)

and we shall change the summation in the definition of ÔR
± to

i > 1. It is easy to show that this initial state does not respect
the symmetry operation Ŝ , and �yCOM is no longer an odd
function in U. Thus, �yCOM is finite for the non-interacting
case. In other word, in order to have the phenomenon of “in-
teraction induced chirality” observed in the Harvard 2017 ex-
periment [16], one condition is that the initial state is chosen
to respect this symmetry operation Ŝ that includes reflection.
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FIG. 3. Dynamical symmetry of the fermionic Aubry-André
model. (a) The dashed line shows the superlattice potential V(x) =
� cos(2⇡�x + ✓) with � = 1/4 and ✓ = 1.0. The open circles indi-
cate the equilibrium positions of the particles in the absence of �.
When � , 0, the equilibrium positions are shifted, as shown by the
filled circles. A unit cell for this case consists of four lattice sites,
which are denoted as A, B, C, and D, respectively. (b-d) The time-
dependent imbalance for di↵erent lattice periodicities (� = 1/4 and
1/6) and initial states [Eqs. (25) and (26)]. The other parameters in
(b-d) are the same: ✓ = 1.0, and (J, �, U) = 2⇡⇥(100, 200, 500) Hz.

In Fig. 2, we show the numerical results for the time evolution
of two bosons with these two di↵erent initial states, respec-
tively, and the results are fully consistent with the conclusion.

Example 3. In this example we consider a one-dimensional
model with an extra on-site potential energy, as schematically
shown in Fig. 3(a), for which the single-particle Hamiltonian
takes the form of the Aubry-André model [20]

Ĥ0 =
X

i,�

h
�J(ĉ†i,�ĉi+1,� + h.c.) + � cos(2⇡�i + ✓)n̂i,�

i
. (22)

Here, � is the strength of a superlattice potential, � controls
the superlattice periodicity, and ✓ is a phase o↵set. Here we
consider the case that � = p/q is a rational number. Now we
discuss the following three di↵erent situations:

(i) p is odd, q is even and q/2 is also an even integer. In
order for the on-site energy term to acquire a minus sign un-
der the symmetry operation, we have to introduce a proper
translational operator into the definition of Ŵ, that is,

Ŵ�1ĉi,�Ŵ = (�1)iĉi+q/2,�. (23)

If the initial state is a uniform state, it is invariant under this
translation. While in the Munich 2015 experiment [6], they
consider a CDW initial state where the density varies alterna-
tively between even and odd sites. Since q/2 is also an even
number, the CDW state is also invariant under this translation.
They examine the time evolution of the density imbalance be-
tween the even and odd site with an operator defined as

Î =
P

i2even n̂i� �
P

i2odd n̂i�P
i2even n̂i� +

P
i2odd n̂i�

. (24)

In this case, we have Ŝ �1ÎŜ = Î. Thus, we conclude that for
both the uniform and CDW states, hÎ(t)i+U = hÎ(t)i�U . In
the Munich 2015 experiment, � = 532/738 ⇡ 0.721 which to
certain extent can be reasonably approximated by 3/4.

In Figs. 3(b) and 3(c), we illustrate this with a numerical so-
lution of two spin-1/2 fermionic atoms case and � = 1/4. The
initial state for the uniform and CDW cases are respectively
taken as

| 0iuniform =
1p
N

NX

i=1

ĉ†i"ĉ
†
i#|0i, (25)

| 0iCDW =
1p
N/2

X

i2even

ĉ†i"ĉ
†
i#|0i. (26)

We find that, for both cases, the time-dependent imbalance
hÎ(t)i is even in U.

(ii) p is odd, q is even but q/2 is an odd integer. In this
case, the symmetry operator for Ĥ0 should still defined as Eq.
(23), and a uniform initial state is still invariant under this
translation. Nevertheless, since q/2 is now odd, a CDW state
defined above does not obey this symmetry. Moreover, in this
case, Ŝ �1ÎŜ = �Î. Thus, we can conclude that, if the initial
state is a uniform state, hÎ(t)i is odd in U; and if the initial
state is a CDW state, there is no symmetry between positive
and negative U. Our numerical calculation for the two-atom
case with � = 1/6 also confirm this conclusion, as shown in
Figs. 3(d) and 3(e).

(iii) q is odd. In this case, no matter p is even or odd, it
can be shown that there is no symmetry operator can satisfy
Ŝ �1Ĥ0Ŝ = �Ĥ0. Therefore, there is no dynamical symmetry
for this case with both the uniform and CDW initial states.

Concluding Remark. Our theorem provides one of rare
theoretical results for the dynamics in interacting quantum
many-body systems that is mathematically rigorous, universal
and directly related to experiments. This result reveals pro-
found connection between the symmetry of the single particle
Hamiltonian and the interaction induced dynamics. Our re-
sults not only explain three di↵erent seemingly disparate ex-
periments, but also o↵er controllable comparative examples
that can be verified by future experiments. Our results may
also find their usage in future cold atom experiments on the
dynamics in the optical lattices, as well as the strongly corre-
lated solid-state materials.

Acknowledgment. This work is supported by MOST under
Grant No. 2016YFA0301600 and NSFC Grant No. 11325418
and No. 11734010.
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FIG. 3. Dynamical symmetry of the fermionic Aubry-André
model. (a) The dashed line shows the superlattice potential V(x) =
� cos(2⇡�x + ✓) with � = 1/4 and ✓ = 1.0. The open circles indi-
cate the equilibrium positions of the particles in the absence of �.
When � , 0, the equilibrium positions are shifted, as shown by the
filled circles. A unit cell for this case consists of four lattice sites,
which are denoted as A, B, C, and D, respectively. (b-d) The time-
dependent imbalance for di↵erent lattice periodicities (� = 1/4 and
1/6) and initial states [Eqs. (25) and (26)]. The other parameters in
(b-d) are the same: ✓ = 1.0, and (J, �, U) = 2⇡⇥(100, 200, 500) Hz.

In Fig. 2, we show the numerical results for the time evolution
of two bosons with these two di↵erent initial states, respec-
tively, and the results are fully consistent with the conclusion.

Example 3. In this example we consider a one-dimensional
model with an extra on-site potential energy, as schematically
shown in Fig. 3(a), for which the single-particle Hamiltonian
takes the form of the Aubry-André model [20]

Ĥ0 =
X

i,�

h
�J(ĉ†i,�ĉi+1,� + h.c.) + � cos(2⇡�i + ✓)n̂i,�

i
. (22)

Here, � is the strength of a superlattice potential, � controls
the superlattice periodicity, and ✓ is a phase o↵set. Here we
consider the case that � = p/q is a rational number. Now we
discuss the following three di↵erent situations:

(i) p is odd, q is even and q/2 is also an even integer. In
order for the on-site energy term to acquire a minus sign un-
der the symmetry operation, we have to introduce a proper
translational operator into the definition of Ŵ, that is,

Ŵ�1ĉi,�Ŵ = (�1)iĉi+q/2,�. (23)

If the initial state is a uniform state, it is invariant under this
translation. While in the Munich 2015 experiment [6], they
consider a CDW initial state where the density varies alterna-
tively between even and odd sites. Since q/2 is also an even
number, the CDW state is also invariant under this translation.
They examine the time evolution of the density imbalance be-
tween the even and odd site with an operator defined as

Î =
P

i2even n̂i� �
P

i2odd n̂i�P
i2even n̂i� +

P
i2odd n̂i�

. (24)

In this case, we have Ŝ �1ÎŜ = Î. Thus, we conclude that for
both the uniform and CDW states, hÎ(t)i+U = hÎ(t)i�U . In
the Munich 2015 experiment, � = 532/738 ⇡ 0.721 which to
certain extent can be reasonably approximated by 3/4.

In Figs. 3(b) and 3(c), we illustrate this with a numerical so-
lution of two spin-1/2 fermionic atoms case and � = 1/4. The
initial state for the uniform and CDW cases are respectively
taken as

| 0iuniform =
1p
N

NX

i=1

ĉ†i"ĉ
†
i#|0i, (25)

| 0iCDW =
1p
N/2

X

i2even

ĉ†i"ĉ
†
i#|0i. (26)

We find that, for both cases, the time-dependent imbalance
hÎ(t)i is even in U.

(ii) p is odd, q is even but q/2 is an odd integer. In this
case, the symmetry operator for Ĥ0 should still defined as Eq.
(23), and a uniform initial state is still invariant under this
translation. Nevertheless, since q/2 is now odd, a CDW state
defined above does not obey this symmetry. Moreover, in this
case, Ŝ �1ÎŜ = �Î. Thus, we can conclude that, if the initial
state is a uniform state, hÎ(t)i is odd in U; and if the initial
state is a CDW state, there is no symmetry between positive
and negative U. Our numerical calculation for the two-atom
case with � = 1/6 also confirm this conclusion, as shown in
Figs. 3(d) and 3(e).

(iii) q is odd. In this case, no matter p is even or odd, it
can be shown that there is no symmetry operator can satisfy
Ŝ �1Ĥ0Ŝ = �Ĥ0. Therefore, there is no dynamical symmetry
for this case with both the uniform and CDW initial states.

Concluding Remark. Our theorem provides one of rare
theoretical results for the dynamics in interacting quantum
many-body systems that is mathematically rigorous, universal
and directly related to experiments. This result reveals pro-
found connection between the symmetry of the single particle
Hamiltonian and the interaction induced dynamics. Our re-
sults not only explain three di↵erent seemingly disparate ex-
periments, but also o↵er controllable comparative examples
that can be verified by future experiments. Our results may
also find their usage in future cold atom experiments on the
dynamics in the optical lattices, as well as the strongly corre-
lated solid-state materials.
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� cos(2⇡�x + ✓) with � = 1/4 and ✓ = 1.0. The open circles indi-
cate the equilibrium positions of the particles in the absence of �.
When � , 0, the equilibrium positions are shifted, as shown by the
filled circles. A unit cell for this case consists of four lattice sites,
which are denoted as A, B, C, and D, respectively. (b-d) The time-
dependent imbalance for di↵erent lattice periodicities (� = 1/4 and
1/6) and initial states [Eqs. (25) and (26)]. The other parameters in
(b-d) are the same: ✓ = 1.0, and (J, �, U) = 2⇡⇥(100, 200, 500) Hz.

In Fig. 2, we show the numerical results for the time evolution
of two bosons with these two di↵erent initial states, respec-
tively, and the results are fully consistent with the conclusion.

Example 3. In this example we consider a one-dimensional
model with an extra on-site potential energy, as schematically
shown in Fig. 3(a), for which the single-particle Hamiltonian
takes the form of the Aubry-André model [20]

Ĥ0 =
X

i,�

h
�J(ĉ†i,�ĉi+1,� + h.c.) + � cos(2⇡�i + ✓)n̂i,�

i
. (22)

Here, � is the strength of a superlattice potential, � controls
the superlattice periodicity, and ✓ is a phase o↵set. Here we
consider the case that � = p/q is a rational number. Now we
discuss the following three di↵erent situations:

(i) p is odd, q is even and q/2 is also an even integer. In
order for the on-site energy term to acquire a minus sign un-
der the symmetry operation, we have to introduce a proper
translational operator into the definition of Ŵ, that is,

Ŵ�1ĉi,�Ŵ = (�1)iĉi+q/2,�. (23)

If the initial state is a uniform state, it is invariant under this
translation. While in the Munich 2015 experiment [6], they
consider a CDW initial state where the density varies alterna-
tively between even and odd sites. Since q/2 is also an even
number, the CDW state is also invariant under this translation.
They examine the time evolution of the density imbalance be-
tween the even and odd site with an operator defined as

Î =
P

i2even n̂i� �
P

i2odd n̂i�P
i2even n̂i� +

P
i2odd n̂i�

. (24)

In this case, we have Ŝ �1ÎŜ = Î. Thus, we conclude that for
both the uniform and CDW states, hÎ(t)i+U = hÎ(t)i�U . In
the Munich 2015 experiment, � = 532/738 ⇡ 0.721 which to
certain extent can be reasonably approximated by 3/4.

In Figs. 3(b) and 3(c), we illustrate this with a numerical so-
lution of two spin-1/2 fermionic atoms case and � = 1/4. The
initial state for the uniform and CDW cases are respectively
taken as

| 0iuniform =
1p
N

NX

i=1

ĉ†i"ĉ
†
i#|0i, (25)

| 0iCDW =
1p
N/2

X

i2even

ĉ†i"ĉ
†
i#|0i. (26)

We find that, for both cases, the time-dependent imbalance
hÎ(t)i is even in U.

(ii) p is odd, q is even but q/2 is an odd integer. In this
case, the symmetry operator for Ĥ0 should still defined as Eq.
(23), and a uniform initial state is still invariant under this
translation. Nevertheless, since q/2 is now odd, a CDW state
defined above does not obey this symmetry. Moreover, in this
case, Ŝ �1ÎŜ = �Î. Thus, we can conclude that, if the initial
state is a uniform state, hÎ(t)i is odd in U; and if the initial
state is a CDW state, there is no symmetry between positive
and negative U. Our numerical calculation for the two-atom
case with � = 1/6 also confirm this conclusion, as shown in
Figs. 3(d) and 3(e).

(iii) q is odd. In this case, no matter p is even or odd, it
can be shown that there is no symmetry operator can satisfy
Ŝ �1Ĥ0Ŝ = �Ĥ0. Therefore, there is no dynamical symmetry
for this case with both the uniform and CDW initial states.

Concluding Remark. Our theorem provides one of rare
theoretical results for the dynamics in interacting quantum
many-body systems that is mathematically rigorous, universal
and directly related to experiments. This result reveals pro-
found connection between the symmetry of the single particle
Hamiltonian and the interaction induced dynamics. Our re-
sults not only explain three di↵erent seemingly disparate ex-
periments, but also o↵er controllable comparative examples
that can be verified by future experiments. Our results may
also find their usage in future cold atom experiments on the
dynamics in the optical lattices, as well as the strongly corre-
lated solid-state materials.
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FIG. 3. Dynamical symmetry of the fermionic Aubry-André
model. (a) The dashed line shows the superlattice potential V(x) =
� cos(2⇡�x + ✓) with � = 1/4 and ✓ = 1.0. The open circles indi-
cate the equilibrium positions of the particles in the absence of �.
When � , 0, the equilibrium positions are shifted, as shown by the
filled circles. A unit cell for this case consists of four lattice sites,
which are denoted as A, B, C, and D, respectively. (b-d) The time-
dependent imbalance for di↵erent lattice periodicities (� = 1/4 and
1/6) and initial states [Eqs. (25) and (26)]. The other parameters in
(b-d) are the same: ✓ = 1.0, and (J, �, U) = 2⇡⇥(100, 200, 500) Hz.

In Fig. 2, we show the numerical results for the time evolution
of two bosons with these two di↵erent initial states, respec-
tively, and the results are fully consistent with the conclusion.

Example 3. In this example we consider a one-dimensional
model with an extra on-site potential energy, as schematically
shown in Fig. 3(a), for which the single-particle Hamiltonian
takes the form of the Aubry-André model [20]

Ĥ0 =
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i,�
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�J(ĉ†i,�ĉi+1,� + h.c.) + � cos(2⇡�i + ✓)n̂i,�

i
. (22)

Here, � is the strength of a superlattice potential, � controls
the superlattice periodicity, and ✓ is a phase o↵set. Here we
consider the case that � = p/q is a rational number. Now we
discuss the following three di↵erent situations:

(i) p is odd, q is even and q/2 is also an even integer. In
order for the on-site energy term to acquire a minus sign un-
der the symmetry operation, we have to introduce a proper
translational operator into the definition of Ŵ, that is,

Ŵ�1ĉi,�Ŵ = (�1)iĉi+q/2,�. (23)

If the initial state is a uniform state, it is invariant under this
translation. While in the Munich 2015 experiment [6], they
consider a CDW initial state where the density varies alterna-
tively between even and odd sites. Since q/2 is also an even
number, the CDW state is also invariant under this translation.
They examine the time evolution of the density imbalance be-
tween the even and odd site with an operator defined as

Î =
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In this case, we have Ŝ �1ÎŜ = Î. Thus, we conclude that for
both the uniform and CDW states, hÎ(t)i+U = hÎ(t)i�U . In
the Munich 2015 experiment, � = 532/738 ⇡ 0.721 which to
certain extent can be reasonably approximated by 3/4.

In Figs. 3(b) and 3(c), we illustrate this with a numerical so-
lution of two spin-1/2 fermionic atoms case and � = 1/4. The
initial state for the uniform and CDW cases are respectively
taken as

| 0iuniform =
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i=1

ĉ†i"ĉ
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i#|0i, (25)

| 0iCDW =
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We find that, for both cases, the time-dependent imbalance
hÎ(t)i is even in U.

(ii) p is odd, q is even but q/2 is an odd integer. In this
case, the symmetry operator for Ĥ0 should still defined as Eq.
(23), and a uniform initial state is still invariant under this
translation. Nevertheless, since q/2 is now odd, a CDW state
defined above does not obey this symmetry. Moreover, in this
case, Ŝ �1ÎŜ = �Î. Thus, we can conclude that, if the initial
state is a uniform state, hÎ(t)i is odd in U; and if the initial
state is a CDW state, there is no symmetry between positive
and negative U. Our numerical calculation for the two-atom
case with � = 1/6 also confirm this conclusion, as shown in
Figs. 3(d) and 3(e).

(iii) q is odd. In this case, no matter p is even or odd, it
can be shown that there is no symmetry operator can satisfy
Ŝ �1Ĥ0Ŝ = �Ĥ0. Therefore, there is no dynamical symmetry
for this case with both the uniform and CDW initial states.

Concluding Remark. Our theorem provides one of rare
theoretical results for the dynamics in interacting quantum
many-body systems that is mathematically rigorous, universal
and directly related to experiments. This result reveals pro-
found connection between the symmetry of the single particle
Hamiltonian and the interaction induced dynamics. Our re-
sults not only explain three di↵erent seemingly disparate ex-
periments, but also o↵er controllable comparative examples
that can be verified by future experiments. Our results may
also find their usage in future cold atom experiments on the
dynamics in the optical lattices, as well as the strongly corre-
lated solid-state materials.
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the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain

Ŝ �1e�i(Ĥ0+V̂)tŜ = exp
h
iŜ �1(Ĥ0 + V̂)Ŝ t
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Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain
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= h 0| ei(Ĥ0+V̂)tÔe�i(Ĥ0+V̂)t | 0i
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= ±hO(t)i�U .

(9)

Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.
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the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.
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an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain

Ŝ �1e�i(Ĥ0+V̂)tŜ = exp
h
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Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain
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⇣
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= h 0| e�i�
⇣
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±Ô
⌘ ⇣

e�i(Ĥ0�V̂)t
⌘

ei� | 0i
= ±hO(t)i�U .

(9)

Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.
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the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain

Ŝ �1e�i(Ĥ0+V̂)tŜ = exp
h
iŜ �1(Ĥ0 + V̂)Ŝ t

i

= exp
h
�i(Ĥ0 � V̂)t

i
.

(8)

Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain

D
Ô(t)
E
+U
= h 0| ei(Ĥ0+V̂)tÔe�i(Ĥ0+V̂)t | 0i

= h 0| Ŝ ei(Ĥ0�V̂)t
⇣
Ŝ �1ÔŜ

⌘
e�i(Ĥ0�V̂)tŜ �1 | 0i

= h 0| e�i�
⇣
ei(Ĥ0�V̂)t

⌘ ⇣
±Ô
⌘ ⇣

e�i(Ĥ0�V̂)t
⌘

ei� | 0i
= ±hO(t)i�U .

(9)

Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.
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the single particle Hamiltonian [Eq. (4)] is a key to guaran-
teeing this dynamical symmetry. Therefore, we term the phe-
nomenon described by this theorem as “symmetry protected
dynamical symmetry” [17]. The significance of this theo-
rem is that it shows that the symmetry of the single particle
Hamiltonian can impose a strong constraint on the dynamics
induced by the interactions. We will show that all the above
three experimental observations can be understood as special
examples of this theorem.

Theorem. For the Hamiltonian Ĥ = Ĥ0 + V̂ , if we can find
an antiunitary operator Ŝ = R̂Ŵ, where R̂ is the (antiunitary)
time-reversal operator and Ŵ is a unitary operator that satisfies
the following conditions:

(i) Ŝ anticommutes with Ĥ0 and commutes with V̂ , i.e.

{Ŝ , Ĥ0} = 0, [Ŝ , V̂] = 0; (4)

(ii) The initial state | 0i only acquires a global phase factor
under Ŝ , i.e.

Ŝ �1 | 0i = ei� | 0i ; (5)

(iii) We consider a given Hermitian operator Ô that is even
or odd under symmetry operation by Ŝ , i.e.

Ŝ �1ÔŜ = ±Ô, (6)

then we can conclude

hO(t)i+U = ±hO(t)i�U , (7)

where hO(t)i±U denotes the expectation value of Ô under the
wave function | (t)i = eiĤt | 0i with interaction strength ±U
in Ĥ, respectively.

Proof of the Theorem. The proof of this theorem is straight-
forward. First, we use condition (i) and obtain

Ŝ �1e�i(Ĥ0+V̂)tŜ = exp
h
iŜ �1(Ĥ0 + V̂)Ŝ t

i

= exp
h
�i(Ĥ0 � V̂)t
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.

(8)

Here, R̂�1iR̂ = �i is used in the first line. Then, with Eq. (8)
and using conditions (ii) and (iii), we obtain

D
Ô(t)
E
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= h 0| ei(Ĥ0+V̂)tÔe�i(Ĥ0+V̂)t | 0i
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⇣
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±Ô
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e�i(Ĥ0�V̂)t
⌘
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= ±hO(t)i�U .

(9)

Hence the theorem is proved.
Here we should remark that our theorem, as well as the

examples below, work equally well for both the bosonic and
fermionic Hubbard models with interaction terms Eq. (2) and
Eq. (3), respectively. Hereafter di↵erent examples have di↵er-
ent Ĥ0 and we use ĉi� to denote the annihilation operator for
either a boson or a fermion in site i with spin �. (For spinless
bosons, the � index can be ignored.)

FIG. 1. The presence (absence) of dynamical symmetry in the
square (triangular) ladder. (a) and (b) shows the ladder configu-
ration. (c) The time evolution of the local densities of the square
ladder with attractive (left half) and repulsive (right half) interac-
tions. The initial state is a two-boson state located at the central rung:
| 0i = ĉ†0,0ĉ†0,1|0i. Here we take (Jx, Jy, U) = 2⇡ ⇥ (11, 34, 131) Hz.
(d) The same as (c), except that we consider the triangular ladder
case.

Example 1: We consider particles hop with nearest neigh-
boring hopping only, in which

H0 = �J
X

hi ji,�
c†i�c j�, (10)

where J is the hopping amplitude. This is the simplest case,
and it well explains the Munich 2012 experiment [14]. In
fact, similar discussion specifically made to this model has
been presented in Ref. [14]. Nevertheless, we view it as one
application of our theorem and review it here for comprehen-
siveness for general readers.

Obviously, this Ĥ0 is invariant under time-reversal opera-
tion. If the lattice is a bipartite lattice containing A and B
sublattices, say, a square lattice, we have a symmetry operator
Ŵ defined as

Ŵ�1ĉi�Ŵ = �ĉi�, if i 2 A, (11)

Ŵ�1ĉi�Ŵ = ĉi�, if i 2 B. (12)

Because for a bipartite lattice, hopping only takes place be-
tween A and B sublattices, it is easy to show that, with this
choice of Ŵ, Ŝ �1Ĥ0Ŝ = �Ĥ0. And it is also easy to show
that this transformation Ŝ leaves V̂ invariant. Thus, we have
found an operation Ŝ satisfying condition (i) of our theorem.
It is also easy to see that, when the initial state is chosen as
a band insulator, it is invariant under Ŝ and condition (ii) is
satisfied; and when the observable is density operator n̂i�, it
satisfies condition (iii) with a plus sign. Thus, our theorem
applies. We should also remark, here the bipartite lattice ge-
ometry plays a crucial role. If the lattice is not bipartite, say,
a triangular lattice, we can not find such a Ŵ.
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Summary

Symmetry  
of a 

Hamiltonian
Dynamics

I. Logarithmical periodic expansion dynamics can 
detect the scaling symmetry of the bulk system.    

II. The symmetry of bulk system can put constraint on 
dynamics with positive and negative interactions.
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