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Strongly repulsive atomic gas with short-range interaction:

How repulsive the system could be?

• Hard-core: 𝑔 = +∞ ßà Pauli exclusion

• Beyond hard-core?

𝒈𝜹(𝒙)



Repulsive Bose gas in 1D: TG and sTG
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• Tonks-Girardeau (TG): 𝑔 → +∞
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Evidence for the super Tonks–Girardeau gas
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Figure 1. The energy per particle in units of !2n2/2m versus the gas parameter
na1D for strong attractive and strong repulsive interaction. Here g1D =
2!2/ma1D. The inset shows the sound velocity versus the gas parameter. The
gas-like state varies smoothly due to the existence of Fermi-pressure-like kinetic
energy if the interaction strength is abruptly changed from strongly repulsive to
strongly attractive.

Nevertheless, there is another stable gas-like state where the Bethe roots form
two-body bound states, namely with complex conjugate pairs of the form ±k2m−1 ≈
αm ± i (c/2 + δm) , m = 1, . . . , M/2, with

αm =
(2m − 1)π

2L
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. (12)

The case l = m is excluded in the product in (12). The energy per particle follows as

E
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}
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Here Γ denotes the gamma function. In the rhs of the above equation the first term is the
pair binding energy. The second term contains the kinetic energy and interaction energy.
The last term is the correction from δm in (12). This correction term is negligible in the
thermodynamic limit. Thus we have
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• Super-TG (sTG): 𝑔 → −∞

Astrakharchik, Boronat, Casulleras, Giorgini, PRL 95, 190407 (2005) 
Batchelor, Bortz, Guan, Oelkers, J. Stat. Mech. (2005) L10001 



Expt on TG and sTG Bose gas:

which one would expect in a cold-atom system to
decay quickly via molecular channels. However,
by crossing the CIR from the TG side (switching
interactions from g1D = +∞ to g1D = −∞), an
excited gaslike phase (the sTG gas) should be
accessible (13). Is this excited phase stable; does
it exist at all? The expectation is that the large ki-
netic energy inherited from the TG gas, in a Fermi
pressure–like manner, prevents the gas from col-
lapsing (20). This stability can most simply be
inferred from a Bethe-ansatz solution to the Lieb-
Liniger model with attractive interactions (20, 21).
This ansatz yields for the energy per particleE/N ≈
ħ2 p2 n1D2/[6 m (1 − n1D a1D)

2], corresponding to
the energy of a gas of hard rods (1), for which a1D
represents the excluded volume. This results in a
positive inverse compressibility and also in an in-
creased stiffness of the system as long as n1D a1D
is sufficiently small. In this phase, the density cor-

relations are even stronger than in the TG gas be-
cause they show a power-law decay that is slower
than for a TG gas (13), indicating an effective
long-range interaction.

We realized the crossover all the way from a
noninteracting gas via the 1Dmean-field Thomas-
Fermi (TF) regime to a TG gas and then to a sTG
gas. We exploited the fact that our 1D systems
possess weak harmonic confinement along the
axial direction characterized by the confinement
length a||. Whereas the frequency wD of the lowest
dipole mode depends only on the confinement,
the frequency wC of the lowest axial compres-
sional mode is sensitive to the various regimes of
interaction (16). For the noninteracting system, one
expects R ≡ wC

2/wD
2 = 4. This value then changes

to R = 3 for weakly repulsive interactions in a 1D
TF regime (7). For increasing positive interaction
strength,R is expected to change smoothly to 4when

entering the TG regime as the system becomes
fermionized, hence effectively noninteracting. A
rise beyond the value of 4, after crossing the CIR,
would then constitute clear evidence for the sTG
regime (13). As a1D is further increased, the sys-
temwill finally become unstable andR is expected
to turn over and drop toward 0. For a harmonically
confined system, the point of instability is reached
when the overall length of the system of hard rods,
Na1D, becomes of the order of the size

ffiffiffiffiffiffiffiffiffiffi

N a∥
p

for
the wave function of N noninteracting fermions:
A ≡ Na1D=ð

ffiffiffiffiffiffiffiffi

Na∥
p

Þ ≈ 1. We use A2 as an alter-
native parameter to g so as to characterize the
strength of the interaction because it accounts for
the harmonic confinement.

We started from a 3D BECwith up to 2 × 105

cesium (Cs) atoms with no detectable thermal
fraction in a crossed-beam dipole trap with mag-
netic levitation (22). Depending on the interac-
tion regime to be studied, we then set the number
of atoms in the BEC to values in the range of 1 ×
104 to 4 × 104 bymeans of forced radio-frequency
evaporation. To confine the atoms in 1D (that is,
to freeze out transversal motion), we used a 2D
optical lattice (12), which forms an array of ver-
tically oriented elongated tubes with an aspect
ratio that we set to values between 100 and 1000
(Fig. 1A). We occupied between 3000 and 6000
independent tubes with 8 to 25 atoms in the cen-
ter tube. The interaction strength g1Dwas controlled
by magnetic tuning of a3D by means of a com-
bination of a broad and a narrow FR (Fig. 1C)
with poles at B = −11.1(6) G and B = 47.78(1) G
and widths of about 29.2 G and 164 mG, re-
spectively (23). The broad resonance provides a
slow variation of a3D, allowing us to gently tune
a3D from 0 a0 near 17.119 G to about 1240 a0
near 76 G, whereas the narrow resonance allows
us to tune a3D to absolute values beyond 4000 a0

Fig. 2. Transition from
the noninteracting regime
via the mean-field TF re-
gime into the TG regime.
The squared frequency ratio
R = wC

2/wD
2 of the lowest

compressional mode with
frequency wC and the di-
pole mode with frequency
wD serves as an indicator
for the different regimes
of interaction. For in-
creasing interactions from
g = 0 to g ≈ 500, the sys-
tem passes from the ideal
gas regime (R = 4) to the
1D TF regime (R ≈ 3) and then deeply into the TG regime (R = 4). The inset shows the transition from the
noninteracting regime to themean-field regime inmore detail. The vertical error bars refer to SE and thehorizontal
error bars reflect the uncertainty in determining a1D and n1D (24). The horizontal error bar on the data point at
g = 0 (not shown in the inset) is T0.03.
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Fig. 3. (A) The ratio R = wC
2/wD

2 is plotted as a function of the interaction
parameter A2 = N a1D2/a||2. The squares show the measurements in the
attractive regime (g1D < 0), providing evidence for the sTG gas. The circles
show the transition from the TF to the TG regime (g1D > 0; same data as in Fig.
2 for g > 1). The solid line presents the theoretical data for g1D > 0, and the
dashed line presents the theoretical data for g1D < 0, by Astrakharchik et al.
(13). The dotted line corresponds to the model of hard rods. For reference, the
measurements for g1D < 0 are numbered. Data points 1c to 6 are taken at

wD = 2p × 115.6(3) Hz. For data points 1a and 1b, the trap frequency is wD =
2p × 22.4(1) Hz andwD = 2p × 52.3(1) Hz, respectively. For all measurements
in the sTG regime, a⊥ = 1346(5) a0. (B) The parameters a3D (dashed-dotted),
a1D (solid), and g1D (dashed) are plotted in the vicinity of the FR at 47.78(1) G.
The horizontal dotted line indicates the value of a⊥/C. The pole of the CIR is at
47.36(2) G. a1D has a pole (P) at 47.96(2) G. The bell-shaped curve at the
bottom left indicates the atomic distribution as a function of themagnetic field
determined from high-resolution microwave spectroscopy.
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Realization of an Excited, Strongly
Correlated Quantum Gas Phase
Elmar Haller,1 Mattias Gustavsson,1 Manfred J. Mark,1 Johann G. Danzl,1 Russell Hart,1
Guido Pupillo,2,3 Hanns-Christoph Nägerl1*

Ultracold atomic physics offers myriad possibilities to study strongly correlated many-body
systems in lower dimensions. Typically, only ground-state phases are accessible. Using a tunable
quantum gas of bosonic cesium atoms, we realized and controlled in one-dimensional geometry a
highly excited quantum phase that is stabilized in the presence of attractive interactions by
maintaining and strengthening quantum correlations across a confinement-induced resonance.
We diagnosed the crossover from repulsive to attractive interactions in terms of the stiffness and
energy of the system. Our results open up the experimental study of metastable, excited,
many-body phases with strong correlations and their dynamical properties.

In many-body quantum physics, the interplay
between strong interactions and confinement
to a low-dimensional geometry amplifies the

effects of quantum fluctuations and correlations.
A remarkable example in one dimension is the
Tonks-Girardeau (TG) gas, in which bosons with
strong repulsive interactions minimize their inter-
action energy by avoiding spatial overlap and ac-
quire fermionic properties (1, 2). Evidence for this
ground-state phase was found using Bose-Einstein
condensates (BECs) loaded into optical lattices (3, 4).
Althoughmany-body quantum systems are usually
found in their ground-state phases, long-lived excited-
state phases are responsible for some of the most
striking physical effects; examples range from vor-
tex lattices in superfluids to subtle topological excita-
tions in spin liquids (5). However, the experimental
realization of excited phases is difficult because
these usually quickly decay from intrinsic effects or
by coupling to the environment. In this context, cold
atoms (3, 4, 6–12) may provide opportunities for
the realization of long-lived, strongly interacting,
excited many-body phases because of the ex-
cellent decoupling from the environment and
the tunability of interactions via, for example,
Feshbach resonances (FRs).

For an ultracold one-dimensional (1D) system
of bosons, we prepared a highly excited many-
body phase known as the super–Tonks-Girardeau
(sTG) gas (13). In this highly correlated quantum
phase, interactions are attractive, and rapid decay
into a cluster-type ground state is possible, in prin-
ciple. However, a surprising property of this many-
body phase is itsmetastability. Attractive interactions
strengthen correlations between particle positions
and ensure, similar to an effective long-range repul-
sive interaction, that particles rarely come together.
To realize this exotic phase, we observed and ex-

ploited a 1D confinement-induced resonance (CIR)
(14, 15). This resonance allows us to first enter
deeply into the repulsive TG regime in order to es-
tablish strong particle correlations and then to
switch interactions fromstrongly repulsive to strongly
attractive. The frequency ratio of the two lowest-
energy collective modes (16) provides accurate
diagnostics for the crossover from the TG to the
sTG regime. In measuring particle loss and ex-
pansion, we studied the time evolution of the
system through the crossover.

We tuned the strength of the interaction as
characterized by the 3D scattering length a3D by
means of a magnetically induced FR (17). For a
1D system, a CIR arises and strongly modifies the
1D scattering properties when a3D approaches the
harmonic oscillator length a⊥ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ℏ=ðmw⊥Þ
p

of
the transversal confinement with trap frequency

w⊥ (14, 15). Here, m is the mass of the particles
and ħ is Planck’s constant divided by 2p. More
precisely, the coupling constant g1D of the 1D
d-function contact potential U1D(z) = g1D d(z)
behaves as (14)

g1D ¼ −
2ℏ2

ma1D
¼ 2ℏ2a3D

ma2⊥

1
1− C a3D=a⊥

ð1Þ

where a1D is the 1D scattering length defined by
this equation and C = 1.0326 is a constant. Thus,
the CIR allows tuning of g1D. For values of a3D
less than but close to a⊥/C (a3D ≲ a⊥/C), the cou-
pling parameter g1D is large and positive, and for
a3D ≳ a⊥/C it is large and negative, leading to an
effectively attractive interaction. For homogenous
systemswith g1D> 0, it is customary to characterize
the strength of interactions by the Lieb-Liniger
parameter g = g1D m /(ħ2 n1D), where n1D is the
linear 1D density of the system (2, 6). The TG
gas corresponds to the limit g >> 1 or g1D → ∞.
As interactions are increased, the system be-
comes strongly correlated and is fully dominated
by its kinetic energy. In previous experiments,
without the capability to tune a3D, a maximum of
g ≈ 5.5 was achieved (4), whereas an effective
strength geff ≈ 200was reachedwith an additional
shallow lattice potential along the longitudinal
direction (3). In the former experiment, a satura-
tion for the size and energy of the 1D system was
observed, and in the latter experiment the mo-
mentum distribution was studied.

But what happens in the case of strong at-
tractive interactions g1D → −∞, that is, a1D ≳ 0?
The ground state for a system of N attractively
interacting bosons in 1D is a cluster state (18, 19),

1Institut für Experimentalphysik und Zentrum für Quantenphysik,
Universität Innsbruck, Technikerstraße 25, A-6020 Innsbruck,
Austria. 2Institut für Theoretische Physik, Universität Innsbruck
Technikerstraße 25, A-6020 Innsbruck, Austria. 3Institut für
Quantenoptik und Quanteninformation der Österreichischen
Akademie der Wissenschaften, Technikerstraße 21a, A-6020
Innsbruck, Austria.

*To whom correspondence should be addressed. E-mail:
christoph.naegerl@uibk.ac.at

Fig. 1. (A) Experimen-
tal setup. The lattice po-
tential is created by two
retro-reflected laser beams
confining the atoms to an
arrayof1Dtubeswithequi-
potential surfaces shown
in red. (B) Alongeach tube
(left) we excited the lowest
compressional mode (cen-
ter) and compared its fre-
quency to the dipolemode
(right). (C) The strength of
the interatomic interaction
is adjusted by tuning the s-
wave scattering lengtha3D.
The background scattering
length rises gently from 0
to 1240 a0 when themag-
netic field B is tuned from
17 to 76 G. Further tuning
is possible near a FR at
47.78(1) G to absolute
values beyond 4000 a0.
The dashed line indicates a⊥/C for a transversal trap frequency of w⊥ = 2p × 13.1 kHz. (D and E) Typical
data sets for the compressional mode in the TG and sTG regimes at a3D = 875(1) a0 and a3D = 2300(200) a0,
respectively. The top panels show the atom number, and the bottom panels show the 1/e-cloud-width after
time of flight. The solid lines in the bottom panels are sinusoidal fits (24), yielding the oscillation frequencies
wC = 2p × 30.6(3) Hz and wC = 2p × 241(1) Hz, respectively.
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given our magnetic field control. We converted
the applied magnetic field B into a3D using the fit
formula of (23). Amagnetic field gradient, which
we used to levitate the atomic sample (24), in-
troduced a small spread in the value of a3D across
the sample.

To determine the oscillation frequencies wC

and wD of the fundamental modes (Fig. 1B), we
excited each mode separately at a given value of
themagnetic field B (24) and let the atoms evolve
for a varying amount of hold time. The distribu-
tion was then imaged in momentum space by
taking an absorption picture after release and
expansion. To avoid possible broadening effects
due to interaction during the initial expansion, a3D
was set to 0 near B = 17.119 G at the moment of
release. To extract the frequency, we determined
for each hold time the axial 1/e-width of the dis-
tribution and then fit a damped sinusoid with lin-
ear offset to this data. Typical measurements ofwC

are shown in Fig. 1, D and E. Whereas the atom
number remained constant for g1D > 0, we ob-
served some atom loss and a slight broadening of
the distribution for attractive 1D interactions. In all
parameter regimes, the 1D systemwas sufficiently
stable to allow a reliable measurement of wC.

We show that we can tune the system from
the noninteracting regime deeply into the repulsive
TG regime (Fig. 2). In agreement with expec-
tations, the value for R = wC

2/wD
2 first drops from

4 to 3 and then increases back to 4 as g is tuned by
means of the gently varying background scatter-
ing length. We found that the TG regime is fully
reached for g > 50. A further increase to values
up to g ≈ 500 does not lead to changes for R. As
a3D approaches a⊥, the divergence of g1D accord-
ing to Eq. 1 has to be taken into account when

determining g (24). Heating of the system can be
excluded because we can return to a 3D BEC
without significant thermal background when
ramping down the lattice potential.

The attractive regime was entered by crossing
the CIR on the low-field wing of the 47.78 G FR.
Here, a1D is small and positive. The central results
of this work are summarized in Fig. 3A and com-
pared with the theoretical work of (13). We plot
R = wC

2/wD
2 as a function of the interaction

parameter A2. For reference, Fig. 3B plots a3D,
a1D, and g1D in the vicinity of the FR as a func-
tion of the magnetic field B. As the CIR is crossed
and A2 is increased, R rises beyond the value of 4.
This provides clear evidence for the sTG regime
because R = 4 is the maximal value for bosons
with repulsive contact interaction. This increase is
expected from themodel of a gas of hard rods, and
our data initially follow the prediction from this
model. However, as A2 is increased R reaches a
maximum and then starts to drop. The maximum
of about 4.5 is reached for A2 ≈ 3 × 10−2. The
existence of the maximum is in qualitative agree-
ment with the results obtained from Monte Carlo
simulations (13). The theoretical prediction, how-
ever, underestimates the measured R. This is prob-
ably due to the local density approximation, which
may not be applicable to our system with low
particle numbers. For comparison, the results from
Fig. 2 for g ≥ 1 are shown. g ≈ 500 corresponds to
small values of A2 ≈ 10−4. For this data, at higher
particle numbers, there is excellent agreementwith
the theoretical prediction (Fig. 3, solid line) in the
entire crossover from the mean-field regime to the
TG regime (16).

We studied the stability of the system in the
crossover from the TG to the sTG regime and

found further evidence for the existence of the
CIR by recording particle loss and measuring the
axial width of the atomic cloud after release from
the tubes. The axial width is a measure for the
kinetic energy of the system because interactions
are instantly switched off upon release. The con-
ditions used were similar to those used for the
measurements on the sTG regime presented in
Fig. 3. The TG regime was entered adiabatically
so as to avoid the excitation of collective modes.
The system was prepared at a3D = 887(1) a0 at a
magnetic field of B = 42.77(2) G with about 11
atoms in the central tube. The magnetic field was
then ramped to a specific value within 0.2 ms,
and the sample was held at this value for a var-
iable hold time t from 10 to 200ms. a⊥was set to
1523(6) a0. The results (Fig. 4) for different hold
times t in the tubes show that for t = 10 ms,
corresponding to the timescale of the measure-
ments in the sTG regime shown in Fig. 3, the
transition from the TG to the sTG regime appears
very smooth. There is essentially no particle loss
when the system is deep in the TG regime and
close to the CIR. The loss gradually increases in
the attractive regime as one moves to larger values
ofB and toward the pole for a1D. Correspondingly,
the width of the sample exhibits a smooth be-
havior across the CIR, showing a slight increase
for larger B. This behavior is consistent with the
expectation of an increased energy in the sTG
regime (13).

For longer hold times, the data for the atom
number and the sample width develop distinct
features at the calculated position of the CIR.
Evidently, the system is in a transient state. For t =
50 ms, the number of remaining atoms shows a
dip that correlates with a peak in the kinetic en-
ergy of the sample. Both features become more
prominent and asymmetric for longer hold times
(t = 100 and 200 ms). In comparison, no pro-
nounced effects are visible at the pole of the FR
for a3D. Our results must be connected to the fact
that the energy spectrum of the system changes
dramatically across the CIR, from the TG to the
sTG regime (19). The system acquires a deeply
lying ground state together with a family of lower
lyingmany-body excited states, potentially open-
ing up newdecay channels. Also, the CIR strongly
modifies the two-body scattering problem,making
formation of confinement-induced molecules in
transversally excited trap states (14) possible.

The nontrivial time evolution observed in this
system raises intriguing questions on possible cou-
pling and decay mechanisms for strongly inter-
acting, excited, many-body systems, in particular
in the context of integrability of 1D systems (25).
Our results offer an example of the counterintuitive
effects that occur in many-body systems and open
up the possibility to study the dynamical proper-
ties of strongly correlated systems with effective
long-range interactions (26, 27) under conditions
in which all parameters are tunable and, in fact,
can be changed dynamically. Similar to magnetic
FRs in atomic scattering,we expect the confinement-
induced resonance demonstrated here to serve as

Fig. 4. Stability and kinetic
energy in the TG and sTG
regimes. (A) Relative num-
ber of atoms remaining and
(B) relative 1/e-width along
theaxialdirectionafter10ms
expansion, after a hold time
t =10,50,100, and200ms
(circles, triangles, squares,
and diamonds, respectively)
at a given magnetic field B.
The position of the CIR, the
pole of the FR, and the pole
for a1D (P) are as indicated.
For these measurements,
a⊥ = 1523(6) a0 and wD =
2p ×115.6(3)Hz. The atom
number is normalized to the
initial value of 1.7(1) × 104,
and the width is normalized
to the initial value in the
TG regime.
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Instability in sTG regime:
unstable



Fermionic TG and sTG:

genstates of Ŝ2 and Ŝz. Thus, only the eigenstates with the
largest eigenvalue Sz ¼ S are needed to be considered and
the remaining eigenstates can be calculated from them by

the lowering operator Ŝ". In addition, the total wave
function of N indistinguishable fermions has to be anti-
symmetric under transposition of any two particles.

According to (3), the GS corresponds to the fully filled
state with the lowest N orbital occupied and excited states
are generated by occupying higher orbitals. Similar to the
spinor boson case, the GS is highly degenerate in the TG
limit due to the different spin configurations. Among the
family of degenerate GSs, the ferromagnetic spin state with
Sz ¼ S ¼ N=2 is a product of all spins up, which is totally
symmetric in permutations. The total wave function, anti-
symmetric under transpositions, takes a factorized form
! ¼ c Aðx1; . . . ; xNÞ!1ð1Þ . . .!1ðNÞ, where !1ðiÞ denotes
the up-spin and !2ðiÞ the down-spin. For the system with
fixed up-spin and down-spin particles, the ferromagnetic
state with Sz ¼ N=2"m is also totally symmetric in
permutations and degenerated with the polarized state,
where m % N# and n % N" ¼ N "m are the numbers of
particles with down-spin and up-spin, respectively. So far,
only the ferromagnetic state is constructed. An important
issue here is to discuss how the GS degeneracy in the TG
limit is split when g1d is large but finite, or alternatively, to
find the GS which could be a good approximation of the
true wave function when the interaction strength is very
large but not infinite. According to the Lieb-Mattis theo-
rem [8], for a finite interaction strength, the state with a
lower S has a lower GS energy; therefore, the GS for the
system with a fixed n and m is the state with S ¼ Sz ¼
N=2"m. Intuitively, the repulsive interaction term will
contribute a positive energy to a state with S < N=2, but it
does not contribute to a ferromagnetic state with all spins
oriented in the same direction; therefore, the Lieb-Mattis
theorem seems counterintuitive. One can understand this
problem by noticing that a ferromagnetic state with S ¼
N=2 should occupy N different orbits due to the Pauli
principle, whereas for the state with lower S, the particles
with opposite spins are allowed to occupy overlapping
states and thus lower the energy.

The spin function with S < N=2, described by a Young
diagram [n, m], is not totally symmetric. Nevertheless, we
can still represent a wave function formally as a product
of c A and c S, where c S denotes a symmetric function
composed of linear combination of product of sign func-
tions and spin functions. Next we shall resort to the group
theoretical method to construct c S.

Before presenting our result, we first introduce some
notations of group theory [18]. Let B" ¼ fb1; b2; . . . ; bmg
be a set ofm different integers where 1 & b1 < b2 < . . .<
bm & N. The n ¼ N "m remaining different integers a1,
a2; . . . ; an, satisfying ai ! bj and 1 & a1 < a2 < . . .<
an & N are also determined by the set B". There are
N!=ðm!n!Þ different sets B". bj ¼ nþ j when " ¼ 1.

Corresponding to a set B", we define a permutation P",

P" ¼ 1 2 . . . n nþ 1 nþ 2 . . . N
a1 a2 . . . an b1 b2 . . . bm

! "
:

Remind that P1 is the identical permutation. The left coset
of a subgroup Sn ( Sm of SN , where Sn and Sm are,
respectively, the permutation groups of the first n objects
and the last m objects, is denoted by P"ðSn ( SmÞ.
Introduce Q1 ¼

Qn
i¼1

QN
j¼nþ1 sgnðxi " xjÞ, with the sign

function sgnðxi " xjÞ ¼ ðxi " xjÞ=jxi " xjj, and Q" ¼
P"Q1. A spin state with S ¼ Sz ¼ N=2"m is denoted

by P"Y
½n;m*
1 Z1 ¼ Y½n;m*

" Z", which is a basis tensor of the

tensor subspace Y½n;m*
" T of SU(2) of rank N with the

highest weight [18], where Z1 ¼ !1ð1Þ . . .!1ðnÞ!2ðnþ
1Þ . . .!2ðNÞ, Z" ¼ P"Z1, Y½n;m*

" ¼ P"Y
½n;m*
1 P"1

" , and

Y½n;m*
1 ¼ ðPR2Sn

RÞðPT2Sm
TÞfQm

j¼1½E"ðj nþ jÞ*g, where
E is the identical permutation and (j nþ j) is the trans-
position between j and nþ j. Our definition for a Young
operator [18] coincides with that in [19], but different from
that in [20]. The spin states with S ¼ Sz ¼ N=2"m based
on one definition are the linear combinations of those on
the other.
Theorem.—The totally symmetric wave function con-

structed by the product of the sign functions Q" and the
basis tensors Z" is

c S ¼
# XN!=ðn!m!Þ

"¼1

P"

$
fQ1ðY½n;m*

1 Z1Þg

¼
XN!=ðn!m!Þ

"¼1

fY½n;m*
" Q"gZ": (4)

Proof.—SinceQ1 andY
½n;m*
1 Z1 both are invariant in left-

multiplying by any element of the subgroup Sn ( Sm, the
action of

P
"P" is proportional to that of the sum over all

elements in SN so that c S is invariant in SN . The last
formula in (4) is obtained by rearrangement. +
Now it is easy to check that the ground state

! ¼ c Ac S (5)

with c A and c S given by (3) and (4) fulfills all the require-
ments of symmetry and hard-core boundary condition and
are simultaneously the eigenstates of Ŝ2 and Ŝz with S ¼
Sz ¼ ðN" " N#Þ=2. As a concrete example, for N ¼ 3 with
S ¼ 1=2, c S ¼

P3
"¼1ð3Q" " 1ÞZ", where the identityP3

"¼1 Q" ¼ 1 is used for simplification. We note that our
constructed exact solution has the same spin structure
described by the Young diagram [n, m] as the true wave
function when the strength is very strong but not infinite
[8]. Therefore, our result is expected to interpolate analyti-
cally between the finite-repulsion case and the limit case
with infinite repulsion.
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genstates of Ŝ2 and Ŝz. Thus, only the eigenstates with the
largest eigenvalue Sz ¼ S are needed to be considered and
the remaining eigenstates can be calculated from them by

the lowering operator Ŝ". In addition, the total wave
function of N indistinguishable fermions has to be anti-
symmetric under transposition of any two particles.

According to (3), the GS corresponds to the fully filled
state with the lowest N orbital occupied and excited states
are generated by occupying higher orbitals. Similar to the
spinor boson case, the GS is highly degenerate in the TG
limit due to the different spin configurations. Among the
family of degenerate GSs, the ferromagnetic spin state with
Sz ¼ S ¼ N=2 is a product of all spins up, which is totally
symmetric in permutations. The total wave function, anti-
symmetric under transpositions, takes a factorized form
! ¼ c Aðx1; . . . ; xNÞ!1ð1Þ . . .!1ðNÞ, where !1ðiÞ denotes
the up-spin and !2ðiÞ the down-spin. For the system with
fixed up-spin and down-spin particles, the ferromagnetic
state with Sz ¼ N=2"m is also totally symmetric in
permutations and degenerated with the polarized state,
where m % N# and n % N" ¼ N "m are the numbers of
particles with down-spin and up-spin, respectively. So far,
only the ferromagnetic state is constructed. An important
issue here is to discuss how the GS degeneracy in the TG
limit is split when g1d is large but finite, or alternatively, to
find the GS which could be a good approximation of the
true wave function when the interaction strength is very
large but not infinite. According to the Lieb-Mattis theo-
rem [8], for a finite interaction strength, the state with a
lower S has a lower GS energy; therefore, the GS for the
system with a fixed n and m is the state with S ¼ Sz ¼
N=2"m. Intuitively, the repulsive interaction term will
contribute a positive energy to a state with S < N=2, but it
does not contribute to a ferromagnetic state with all spins
oriented in the same direction; therefore, the Lieb-Mattis
theorem seems counterintuitive. One can understand this
problem by noticing that a ferromagnetic state with S ¼
N=2 should occupy N different orbits due to the Pauli
principle, whereas for the state with lower S, the particles
with opposite spins are allowed to occupy overlapping
states and thus lower the energy.

The spin function with S < N=2, described by a Young
diagram [n, m], is not totally symmetric. Nevertheless, we
can still represent a wave function formally as a product
of c A and c S, where c S denotes a symmetric function
composed of linear combination of product of sign func-
tions and spin functions. Next we shall resort to the group
theoretical method to construct c S.

Before presenting our result, we first introduce some
notations of group theory [18]. Let B" ¼ fb1; b2; . . . ; bmg
be a set ofm different integers where 1 & b1 < b2 < . . .<
bm & N. The n ¼ N "m remaining different integers a1,
a2; . . . ; an, satisfying ai ! bj and 1 & a1 < a2 < . . .<
an & N are also determined by the set B". There are
N!=ðm!n!Þ different sets B". bj ¼ nþ j when " ¼ 1.

Corresponding to a set B", we define a permutation P",

P" ¼ 1 2 . . . n nþ 1 nþ 2 . . . N
a1 a2 . . . an b1 b2 . . . bm

! "
:

Remind that P1 is the identical permutation. The left coset
of a subgroup Sn ( Sm of SN , where Sn and Sm are,
respectively, the permutation groups of the first n objects
and the last m objects, is denoted by P"ðSn ( SmÞ.
Introduce Q1 ¼

Qn
i¼1

QN
j¼nþ1 sgnðxi " xjÞ, with the sign

function sgnðxi " xjÞ ¼ ðxi " xjÞ=jxi " xjj, and Q" ¼
P"Q1. A spin state with S ¼ Sz ¼ N=2"m is denoted

by P"Y
½n;m*
1 Z1 ¼ Y½n;m*

" Z", which is a basis tensor of the

tensor subspace Y½n;m*
" T of SU(2) of rank N with the

highest weight [18], where Z1 ¼ !1ð1Þ . . .!1ðnÞ!2ðnþ
1Þ . . .!2ðNÞ, Z" ¼ P"Z1, Y½n;m*

" ¼ P"Y
½n;m*
1 P"1

" , and

Y½n;m*
1 ¼ ðPR2Sn

RÞðPT2Sm
TÞfQm

j¼1½E"ðj nþ jÞ*g, where
E is the identical permutation and (j nþ j) is the trans-
position between j and nþ j. Our definition for a Young
operator [18] coincides with that in [19], but different from
that in [20]. The spin states with S ¼ Sz ¼ N=2"m based
on one definition are the linear combinations of those on
the other.
Theorem.—The totally symmetric wave function con-

structed by the product of the sign functions Q" and the
basis tensors Z" is

c S ¼
# XN!=ðn!m!Þ

"¼1

P"

$
fQ1ðY½n;m*

1 Z1Þg

¼
XN!=ðn!m!Þ

"¼1

fY½n;m*
" Q"gZ": (4)

Proof.—SinceQ1 andY
½n;m*
1 Z1 both are invariant in left-

multiplying by any element of the subgroup Sn ( Sm, the
action of

P
"P" is proportional to that of the sum over all

elements in SN so that c S is invariant in SN . The last
formula in (4) is obtained by rearrangement. +
Now it is easy to check that the ground state

! ¼ c Ac S (5)

with c A and c S given by (3) and (4) fulfills all the require-
ments of symmetry and hard-core boundary condition and
are simultaneously the eigenstates of Ŝ2 and Ŝz with S ¼
Sz ¼ ðN" " N#Þ=2. As a concrete example, for N ¼ 3 with
S ¼ 1=2, c S ¼

P3
"¼1ð3Q" " 1ÞZ", where the identityP3

"¼1 Q" ¼ 1 is used for simplification. We note that our
constructed exact solution has the same spin structure
described by the Young diagram [n, m] as the true wave
function when the strength is very strong but not infinite
[8]. Therefore, our result is expected to interpolate analyti-
cally between the finite-repulsion case and the limit case
with infinite repulsion.

PRL 102, 160402 (2009) P HY S I CA L R EV I EW LE T T E R S
week ending

24 APRIL 2009

160402-2

• Construction of TG ground state:

Guan, Chen, Wang, Ma, PRL 102, 160402 (2009)

• BA solution of Fermionic sTG:

Guan, Chen, PRL 105, 175301 (2010)

eigenstate with the total spin S ¼ N=2"M (M ¼ N#), the

coefficient ½Q;P$ can be explicitly expressed as ½Q;P$ ¼
PCM

N
T¼1 !ðyT1

; yT2
; . . . yTM

;PÞQM
j¼1 !yTj ;#

Q
xi!yTj

!xi;", where

!xi;" (!yj;#) denotes the up (down)-spin, T is a combination

of M down-spins in N particles, fyTj
g are M elements

of Tfxig, and !ðyT1
; yT2

; ' ' 'yTM
;PÞ ¼ P

RAðRÞ(QM
j¼1 FPð"Rj

; yTj
Þ with R being the permutations of "s,

AðRÞ ¼ "ðRÞQj<lð"Rj
""Rl

" icÞ, and FPð"Rj
; yTj

Þ ¼
QyTj"1

j¼1 ðkPj
" "Rj

þ ic=2ÞQN
l¼yTjþ1ðkPl

" "Rj
" ic=2Þ.

The parameters kj and "# are determined by the Bethe-
ansatz equations (BAEs) [14]:

kjL ¼ 2$Ij " 2
XM

#¼1

tan"1

!
kj ""#

c=2

"
; (3)

XN

j¼1

2tan"1

!
"# " kj
c=2

"
¼ 2$J# þ 2

XM

%¼1

tan"1

!
"# ""%

c

"
:

(4)

The eigenenergies are given by E ¼ @2
2m

PN
j k2j . Here both

kj and "# are real numbers if c > 0. The ground state
solution corresponds to Ij ¼ ðN þ 1Þ=2" j and J# ¼
ðMþ 1Þ=2" #. In the limit of cL * 1, "# are propor-
tional to c, but kj remain finite, therefore the quasimo-
menta can be given approximately

kjL ¼ 2$Ij " &
kj
jcjþOðjcj"3Þ (5)

with & ¼ PM
#¼1

1
ð"#=cÞ2þ1=4

. It follows that the ground

energy in the strongly repulsive limit reads

EFTG ¼ @2
2m

$2

3L2NðN2 " 1Þ
!
1þ &

Ljcj

""2
þOðjcj"3Þ; (6)

which is consistent with the result in Ref. [21] up to order
of c"1. In the limit of c ! 1, the ground energy is iden-
tical to that of a polarized N-fermion system.

FSTG state.—If the interaction is attractive, the ground
state is composed of N " 2M real ki and 2M complex
ones. In the limit "cL * 1, the complex solutions take
the 2-string form: k# + "# þ c

2 i, and kMþ# + "# " c
2 i.

Except the complex solutions, the BAEs also have real
solutions for c < 0, which, however, correspond to some
highly excited states of attractive Fermi systems. The
FSTG state corresponds to the lowest real solutions of
BAEs (3) and (4) with c < 0. In this case, "# go infinite
and kj remain finite with jcjL ! 1, thus the momenta are
given by

kjL ¼ 2$Ij þ &
kj
jcjþOðjcj"3Þ: (7)

Despite the & in Eq. (7) having the same form as in Eq. (5),
generally &ðcÞ ! &ð"cÞ since the solutions "# of Eq. (4)
are not symmetric for c and "c. However, in the strong
coupling limit, up to order of c"1 Eq. (4) becomes

2Ntan"1ð"#

c=2Þ ¼ 2$J# þ 2
PM

%¼1 tan
"1ð"#""%

c Þ þ
Oðjcj"2Þ, which is invariant under the operation P: fc !
"c;"# ! ""#g. Therefore, we have &ðcÞ ¼ &ð"cÞ up to
the order of c"2. The energy of the FSTG gas in the
strongly attractive limit is thus given by

EFSTG ¼ @2
2m

$2

3L2NðN2"1Þ
!
1" &

Ljcj

""2
þOðjcj"3Þ: (8)

In the limit of jcj ! 1, we have EFSTG ¼ EFTG and
kj ¼ Ij2$=L for both the Fermi TG and the FSTG gas.
In Fig. 1(a), for an example system with N ¼ 10 and
M ¼ 5, we show the BAE solutions of kj for the repulsive
Fermi gas and the attractive FSTG gas with different values
of ' ¼ c=(, where ( ¼ N=L is the particle density. The
quasimomentum distributions for the repulsive Fermi gas
and the STG gas approach the same limit from different
sides when j'j goes infinite. Correspondingly, EFSTG and
EFTG also approach the same limitEinf ¼ @2

2m
$2

3L2 NðN2 " 1Þ
as shown in Fig. 1(b).
The FSTG state can be achieved through a similar

sudden switch as in Ref. [6]. The system is first prepared
at the ground state in the strongly repulsive regime, i.e.,
j#ðt ¼ 0Þi ¼ j’0ðcÞi. After a sudden switch into the
strongly attractive regime with c0 < 0, the wave function
is given by j#ðtÞi ¼ e"iHtj’0ðcÞi ¼

P
ie

"iEit#ij’iðc0Þi,
where ’iðc0Þ is the ith eigenstate of the Hamiltonian with
parameter c0 and #i ¼ h’iðc0Þj’0ðcÞi. The probability for
the system staying in a state j’iðc0Þi is given by j#ij2 ¼
jh’iðc0Þj’0ðcÞij2. We note that the wave-functions’STGðc0Þ
and ’0ðcÞ are identical when c0 ¼ "1 and c ¼ 1, and
thus one can expect the probability of the system trans-
forming from the Fermi TG gas to STG phase to be close to
1 for large jc0j and jcj. In Fig. 2, we display transition

FIG. 1 (color online). (a) Quasimomentum distributions for the
ground state of the repulsive Fermi gas and the FSTG state of the
attractive Fermi gas with different values of '. (b) The energies
EFTG (stars) and EFSTG (dots) vs '.
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so strong that the system prefers to reduce the distance
between like particles with increasing !1=g. These struc-
tural changes are interpreted as constituting a smooth
few-body analog of the transition from a nonmagnetic
to a magnetic phase. The question whether 3D atomic
two-component Fermi gases undergo, if ‘‘driven up’’ the
upper branch, a transition from a paramagnetic to an
itinerant ferromagnetic phase, as described by the Stoner
model [17], has recently been studied extensively experi-
mentally and theoretically for 3D two-component Fermi
gases [18–25].

We consider n 1D fermions with mass m and position
coordinates zj. Assuming interspecies !-function interac-
tions with coupling strength g, the Hamiltonian reads

H ¼
Xn

j¼1

!!@2
2m

@2

@z2j
þ 1

2
m!2z2j

"
þ

Xn1

j¼1

Xn

k¼n1þ1

g!ðzjkÞ; (1)

where ! denotes the angular trapping frequency and zjk ¼
zj ! zk. Throughout, we assume n1 & n2. The solutions
for the ðn1; n2Þ ¼ ð1; 1Þ system are known semianalytically
for all g [26]. For n > 2, in contrast, the eigenenergies and
eigenstates are, in general, not known analytically and we
resort to a numerical approach. To solve the time-
independent Schrödinger equation for the Hamiltonian
H, we separate the center-of-mass motion and expand the
Green’s function for the relative coordinates in terms of
harmonic oscillator states. For the (2, 1) system, the
approach has been detailed in Ref. [27]. For the (3, 1)
and (2, 2) systems, we generalize the formalism of
Refs. [27–31]. Throughout, we assume that the center-of-
mass wave function is in the ground state and label the
relative eigenstates by the relative parity!rel (!rel ¼ '1).
Our calculations yield highly accurate energy spectra and
wave functions as a function of g. For g ¼ 0, the ground
state of the (2, 1) system has !rel ¼ !1, that of the (3, 1)
system has !rel ¼ !1, and that of the (2, 2) system has
!rel ¼ þ1; in the following, we restrict ourselves to these
subspaces.

Figure 1 shows the relative eigenenergies of the (2, 1),
(3, 1), and (2, 2) systems as a function of !Ehoaho=g,
where Eho and aho denote respectively the harmonic oscil-

lator energy and length, Eho ¼ @! and aho ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi@=ðm!Þ

p
.

For g ! 0þ (far left of the graphs), the eigenenergies
approach the NI limit. As g increases, the eigenenergies
increase, reflecting the repulsive character of the
!-function interactions. In this work, we are primarily
interested in the upper branches shown by thick solid lines
in Fig. 1 [31]. For 1=jgj ¼ 0, the relative energy of
the upper branch is expected, assuming that some kind
of generalized fermionization takes place, to equal
ðn2 ! 1ÞEho=2. Our numerical energies agree with this
expectation to better than 0.0001%, 0.005%, and 0.02%
for the (2, 1), (3, 1), and (2, 2) systems, respectively [32].
For negative g, the spectrum changes notably. In this

regime, the upper branch corresponds to a highly excited
state of the model Hamiltonian. In addition to states whose
energies change fairly gradually with !1=g, there exists a
set of ‘‘diving states,’’ reflecting the fact that the 1D
!-function potential with negative g supports a two-body
bound state. The fact that the two-body binding energy
goes to !1 for g ! !1 leads to the accumulation of
diving states in Fig. 1 for small positive !ahoEho=g. For
positive g, the upper branch was mapped out in Ref. [33].
For negative g, the upper branch has been mapped out for
the (2, 1) system [34] but not n > 3.
We now discuss the (2, 1) eigenstate of the upper branch

with 1=jgj ¼ 0. The energy of the upper branch of the
(2, 1) system with 1=jgj ¼ 0 is degenerate with the energy
of a state that is not affected by the !-function interactions
[see the lowest dashed line in Fig. 1(a)]. The two degen-

erate eigenstates c jgj¼1
adia;1 and c jgj¼1

adia;2 [corresponding to the

solid and lowest dashed lines in Fig. 1(a)] are, including the
center-of-mass contribution, given by [35]

c jgj¼1
adia;1 ¼ a!9=2

ho

2
ffiffiffi
3

p
"3=4

z12ðz13z23 ! 3jz13jjz23jÞfðz1; z2; z3Þ

(2)
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FIG. 1 (color online). Relative energies for the (a) (2, 1)
system with !rel ¼ !1, the (b) (3, 1) system with !rel ¼ !1,
and the (c) (2, 2) system with !rel ¼ þ1 as a function of !1=g.
The dashed lines show the eigenenergies corresponding to states
that are not affected by the interspecies interactions. The thick
solid lines show the upper branch.
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so strong that the system prefers to reduce the distance
between like particles with increasing !1=g. These struc-
tural changes are interpreted as constituting a smooth
few-body analog of the transition from a nonmagnetic
to a magnetic phase. The question whether 3D atomic
two-component Fermi gases undergo, if ‘‘driven up’’ the
upper branch, a transition from a paramagnetic to an
itinerant ferromagnetic phase, as described by the Stoner
model [17], has recently been studied extensively experi-
mentally and theoretically for 3D two-component Fermi
gases [18–25].

We consider n 1D fermions with mass m and position
coordinates zj. Assuming interspecies !-function interac-
tions with coupling strength g, the Hamiltonian reads

H ¼
Xn

j¼1

!!@2
2m

@2

@z2j
þ 1

2
m!2z2j

"
þ

Xn1

j¼1

Xn

k¼n1þ1

g!ðzjkÞ; (1)

where ! denotes the angular trapping frequency and zjk ¼
zj ! zk. Throughout, we assume n1 & n2. The solutions
for the ðn1; n2Þ ¼ ð1; 1Þ system are known semianalytically
for all g [26]. For n > 2, in contrast, the eigenenergies and
eigenstates are, in general, not known analytically and we
resort to a numerical approach. To solve the time-
independent Schrödinger equation for the Hamiltonian
H, we separate the center-of-mass motion and expand the
Green’s function for the relative coordinates in terms of
harmonic oscillator states. For the (2, 1) system, the
approach has been detailed in Ref. [27]. For the (3, 1)
and (2, 2) systems, we generalize the formalism of
Refs. [27–31]. Throughout, we assume that the center-of-
mass wave function is in the ground state and label the
relative eigenstates by the relative parity!rel (!rel ¼ '1).
Our calculations yield highly accurate energy spectra and
wave functions as a function of g. For g ¼ 0, the ground
state of the (2, 1) system has !rel ¼ !1, that of the (3, 1)
system has !rel ¼ !1, and that of the (2, 2) system has
!rel ¼ þ1; in the following, we restrict ourselves to these
subspaces.

Figure 1 shows the relative eigenenergies of the (2, 1),
(3, 1), and (2, 2) systems as a function of !Ehoaho=g,
where Eho and aho denote respectively the harmonic oscil-

lator energy and length, Eho ¼ @! and aho ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi@=ðm!Þ

p
.

For g ! 0þ (far left of the graphs), the eigenenergies
approach the NI limit. As g increases, the eigenenergies
increase, reflecting the repulsive character of the
!-function interactions. In this work, we are primarily
interested in the upper branches shown by thick solid lines
in Fig. 1 [31]. For 1=jgj ¼ 0, the relative energy of
the upper branch is expected, assuming that some kind
of generalized fermionization takes place, to equal
ðn2 ! 1ÞEho=2. Our numerical energies agree with this
expectation to better than 0.0001%, 0.005%, and 0.02%
for the (2, 1), (3, 1), and (2, 2) systems, respectively [32].
For negative g, the spectrum changes notably. In this

regime, the upper branch corresponds to a highly excited
state of the model Hamiltonian. In addition to states whose
energies change fairly gradually with !1=g, there exists a
set of ‘‘diving states,’’ reflecting the fact that the 1D
!-function potential with negative g supports a two-body
bound state. The fact that the two-body binding energy
goes to !1 for g ! !1 leads to the accumulation of
diving states in Fig. 1 for small positive !ahoEho=g. For
positive g, the upper branch was mapped out in Ref. [33].
For negative g, the upper branch has been mapped out for
the (2, 1) system [34] but not n > 3.
We now discuss the (2, 1) eigenstate of the upper branch

with 1=jgj ¼ 0. The energy of the upper branch of the
(2, 1) system with 1=jgj ¼ 0 is degenerate with the energy
of a state that is not affected by the !-function interactions
[see the lowest dashed line in Fig. 1(a)]. The two degen-

erate eigenstates c jgj¼1
adia;1 and c jgj¼1

adia;2 [corresponding to the

solid and lowest dashed lines in Fig. 1(a)] are, including the
center-of-mass contribution, given by [35]

c jgj¼1
adia;1 ¼ a!9=2

ho

2
ffiffiffi
3

p
"3=4

z12ðz13z23 ! 3jz13jjz23jÞfðz1; z2; z3Þ

(2)
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FIG. 1 (color online). Relative energies for the (a) (2, 1)
system with !rel ¼ !1, the (b) (3, 1) system with !rel ¼ !1,
and the (c) (2, 2) system with !rel ¼ þ1 as a function of !1=g.
The dashed lines show the eigenenergies corresponding to states
that are not affected by the interspecies interactions. The thick
solid lines show the upper branch.
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with fðz1; . . . ; znÞ ¼ e$
P

n
j¼1

z2j =ð2a2hoÞ and c jgj¼1
adia;2 ¼

c ideal;0ðz1; z2; z3Þ, where

c ideal;0ðz1; z2; z3Þ ¼
ffiffiffi
2

p
a$9=2
hoffiffiffi

3
p

!3=4
z12z13z23fðz1; z2; z3Þ: (3)

Since the eigenstate c jgj¼1
adia;1 changes smoothly when the

system Hamiltonian is changed adiabatially (c jgj¼1
adia;2 is

unchanged), we refer to these states as ‘‘adiabatic eigen-
states.’’ According to the generalized Fermi-Fermi map-

ping [15], c jgj¼1
adia;1 should coincide with the state c G;0,

which is obtained by applying the spin-dependent mapping
function MFF ("j ¼" for j ¼ 1; . . . ; n1 and "j ¼# for
j ¼ n1 þ 1; . . . ; n) [15],

MFF ¼
Y

1&j<k&n

½ð#"j"#"k# $ #"k##"j"ÞsgnðzjkÞ

þ #"j"#"k" þ #"j##"k#(; (4)

to the energetically lowest lying eigenstate c ideal;0 of the
trapped NI single-component Fermi gas. We find, however,
that this is not the case. Instead, we find that c G;0

has nonunit overlap with c jgj¼1
adia;1 and c jgj¼1

adia;2 , i.e.,

jhc jgj¼1
adia;j jc G;0ij2 ¼ 8=9 and 1=9 for j ¼ 1 and 2,

respectively.
The (3, 1) and (2, 2) systems with 1=jgj ¼ 0 support

respectively two and four degenerate states with Erel ¼
15Eho=2. For the (3, 1) system, both states are affected by
the #-function interactions. For the (2, 2) system, three of
the four states are affected by the #-function interactions.

We find jhc jgj¼1
adia;1 jc G;0ij2 ¼ 4=5 and 0.865(7) for the (3, 1)

and (2, 2) systems, respectively [35]. This indicates that
c G;0 is, for n > 2 and n1 $ n2 > 0, a linear combination of

the c jgj¼1
adia;j (j ¼ 1; 2; . . . ). Thus, starting in the energeti-

cally lowest lying eigenstate of the NI system, an adiabatic
sweep from g ¼ 0þ to g ! 1 does not only lead to
population of the ‘‘fermionized state’’ c G;0 but also to
population of one or more additional states that are
orthogonal to c G;0.

Figures 2(a) and 2(b) show contour plots of the wave

functions c jgj¼1
adia;1 and c G;0, respectively, for the (2, 1)

system with 1=jgj ¼ 0 as functions of the up-up distance
coordinate z12 and the Jacobi coordinate z12;3, z12;3 ¼
ðz13 þ z23Þ=

ffiffiffi
3

p
. The most striking feature is that c G;0

appears to have a higher ‘‘symmetry’’ than c jgj¼1
adia;1 . This

is highlighted in the eigenfunction cuts shown in Fig. 2(c).
The absolute value of the slope of the wave function c G;0

near the nodes at z12 ¼ )
ffiffiffi
3

p
aho, corresponding to z13 ¼ 0

and z23 ¼ 0, is the same to the left and right of the node
[see the solid line in Fig. 2(c)]. Mapping c G;0 so that it
is antisymmetric with respect to z13 ¼ 0 and z23 ¼ 0
and describing the interspecies interactions through #0

functions in first-order perturbation theory, we find

E=Eho * 9=2þ cEhoaho=ðg
ffiffiffiffiffiffiffi
2!

p
Þ with c ¼ 9. From our

numerical results, in contrast, we extract c ¼ 81=8. This
discrepancy highlights that the generalized Fermi-Fermi
mapping cannot, in general, be utilized within a perturba-
tive framework. Figure 2(c) shows that the wave function
c adia;0 is neither symmetric nor antisymmetric in the vicin-
ity of z13 ¼ 0 and z23 ¼ 0. This reflects the fact that the
interspecies degrees of freedom of the two-component
Fermi gas with n > 2 are not constrained by symmetry.
Next, we discuss the correlations of the upper branch of

the (2, 1), (3, 1), and (2, 2) systems. Figure 3 shows the
expectation values hjz12ji and hjz1nji as a function of$1=g.
The expectation value hjz1nji of the up-down distance
coordinate increases monotonically with increasing
$1=g for all three systems considered. The expectation
value hjz12ji of the up-up distance coordinate, in contrast,
first increases monotonically with increasing $1=g,
reaches a maximum at gc (gc < 0), and then decreases
monotonically. The ‘‘critical’’ coupling strengths are
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FIG. 2 (color online). Relative wave function of the (2, 1)
system with 1=jgj ¼ 0 and !rel ¼ $1. Contour plots of

(a) c jgj¼1
adia;1 and (b) c G;0 as functions of z12 and z12;3. Nodal

lines are shown by solid lines. The dashed and dotted contours
indicate positive and negative wave function regions; the con-
tours are spaced equidistantly. (c) Dotted and solid lines show

cuts of c jgj¼1
adia;1 and c G;0 as a function of z12 for z12;3 ¼ aho. The

thin dashed vertical lines at z12 ¼ )
ffiffiffi
3

p
aho are shown as a guide

to the eye.
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with fðz1; . . . ; znÞ ¼ e$
P

n
j¼1

z2j =ð2a2hoÞ and c jgj¼1
adia;2 ¼

c ideal;0ðz1; z2; z3Þ, where
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Since the eigenstate c jgj¼1
adia;1 changes smoothly when the

system Hamiltonian is changed adiabatially (c jgj¼1
adia;2 is

unchanged), we refer to these states as ‘‘adiabatic eigen-
states.’’ According to the generalized Fermi-Fermi map-

ping [15], c jgj¼1
adia;1 should coincide with the state c G;0,

which is obtained by applying the spin-dependent mapping
function MFF ("j ¼" for j ¼ 1; . . . ; n1 and "j ¼# for
j ¼ n1 þ 1; . . . ; n) [15],

MFF ¼
Y

1&j<k&n

½ð#"j"#"k# $ #"k##"j"ÞsgnðzjkÞ

þ #"j"#"k" þ #"j##"k#(; (4)

to the energetically lowest lying eigenstate c ideal;0 of the
trapped NI single-component Fermi gas. We find, however,
that this is not the case. Instead, we find that c G;0

has nonunit overlap with c jgj¼1
adia;1 and c jgj¼1

adia;2 , i.e.,

jhc jgj¼1
adia;j jc G;0ij2 ¼ 8=9 and 1=9 for j ¼ 1 and 2,

respectively.
The (3, 1) and (2, 2) systems with 1=jgj ¼ 0 support

respectively two and four degenerate states with Erel ¼
15Eho=2. For the (3, 1) system, both states are affected by
the #-function interactions. For the (2, 2) system, three of
the four states are affected by the #-function interactions.

We find jhc jgj¼1
adia;1 jc G;0ij2 ¼ 4=5 and 0.865(7) for the (3, 1)

and (2, 2) systems, respectively [35]. This indicates that
c G;0 is, for n > 2 and n1 $ n2 > 0, a linear combination of

the c jgj¼1
adia;j (j ¼ 1; 2; . . . ). Thus, starting in the energeti-

cally lowest lying eigenstate of the NI system, an adiabatic
sweep from g ¼ 0þ to g ! 1 does not only lead to
population of the ‘‘fermionized state’’ c G;0 but also to
population of one or more additional states that are
orthogonal to c G;0.

Figures 2(a) and 2(b) show contour plots of the wave

functions c jgj¼1
adia;1 and c G;0, respectively, for the (2, 1)

system with 1=jgj ¼ 0 as functions of the up-up distance
coordinate z12 and the Jacobi coordinate z12;3, z12;3 ¼
ðz13 þ z23Þ=

ffiffiffi
3
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. The most striking feature is that c G;0

appears to have a higher ‘‘symmetry’’ than c jgj¼1
adia;1 . This

is highlighted in the eigenfunction cuts shown in Fig. 2(c).
The absolute value of the slope of the wave function c G;0

near the nodes at z12 ¼ )
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aho, corresponding to z13 ¼ 0

and z23 ¼ 0, is the same to the left and right of the node
[see the solid line in Fig. 2(c)]. Mapping c G;0 so that it
is antisymmetric with respect to z13 ¼ 0 and z23 ¼ 0
and describing the interspecies interactions through #0

functions in first-order perturbation theory, we find

E=Eho * 9=2þ cEhoaho=ðg
ffiffiffiffiffiffiffi
2!

p
Þ with c ¼ 9. From our

numerical results, in contrast, we extract c ¼ 81=8. This
discrepancy highlights that the generalized Fermi-Fermi
mapping cannot, in general, be utilized within a perturba-
tive framework. Figure 2(c) shows that the wave function
c adia;0 is neither symmetric nor antisymmetric in the vicin-
ity of z13 ¼ 0 and z23 ¼ 0. This reflects the fact that the
interspecies degrees of freedom of the two-component
Fermi gas with n > 2 are not constrained by symmetry.
Next, we discuss the correlations of the upper branch of

the (2, 1), (3, 1), and (2, 2) systems. Figure 3 shows the
expectation values hjz12ji and hjz1nji as a function of$1=g.
The expectation value hjz1nji of the up-down distance
coordinate increases monotonically with increasing
$1=g for all three systems considered. The expectation
value hjz12ji of the up-up distance coordinate, in contrast,
first increases monotonically with increasing $1=g,
reaches a maximum at gc (gc < 0), and then decreases
monotonically. The ‘‘critical’’ coupling strengths are
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• Adiabatic evolution and spin texture:

Gharashi, Blume, PRL 111, 045302 (2013)
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Expts on fermionic TG and sTG: (Heidelberg group)

at the magnetic field value where gj"#i diverges due to the
confinement-induced resonance.

For magnetic field values below the CIR we have real-
ized the two-particle limit of a Tonks-Girardeau gas [6].
Above the CIR we have created a super-Tonks state con-
sisting of two particles. The super-Tonks state is a strongly
correlated metastable state above the attractive ground
state branch [see Fig. 2(b)]. In a system with particle
numbers ! 3 inelastic three-body collisions lead to a fast
decay of the metastable super-Tonks-Girardeau gas [4]. In
contrast, our two-particle super-Tonks state is stable
against collisional losses since there is no third particle
available to undergo an inelastic three-body event. To
determine the energy of the two interacting fermions
from the measured tunneling time constants we use a
WKB calculation (see Supplemental Material [13]). This
requires knowledge of the potential shape. The parameters
of the optical potential are determined by precise measure-
ments of the level spacings in the potential. The final
parameter to determine the barrier height is fixed by the
measured tunneling time constant of two identical fermi-
ons (see [13]). The energies obtained from the tunneling
time constants of two distinguishable fermions are shown
in Fig. 5.

We compare these energies to the analytic theory for a
harmonic potential [10] (see Fig. 2). This theory needs two
input parameters, the coupling strength and the level spac-
ing. For the coupling strength we use gj"#i of our system
shown in Fig. 4(b). For the level spacing we use the energy
difference @!kcalc ¼ E0 # E1 ¼ 2!@$ 743 Hz between
the ground and first excited state of the potential which

we calculate using the WKB method. With this approxi-
mation the energy obtained from the tunneling measure-
ments and the energy obtained from the analytic theory
[10] are the same at the CIR. For the Tonks regime we find
excellent agreement of the experimentally determined en-
ergy with the theoretical prediction for a harmonic trap.
Above the CIR the harmonic theory is not applicable
because the second excited state is not bound in our
potential. Additionally, we expect deviations for larger
energies due to the limited validity of the WKB approxi-
mation for energies close to the continuum threshold. A
more precise description could be achieved by adapting
the theory described in [10] to our nonharmonic potential
and by using a more accurate theory for the tunneling
process [20,21].
In summary, we have measured the interaction energy of

two distinguishable fermions as a function of the interac-
tion strength and identified the point of fermionization. The
good agreement between our results and theoretical pre-
dictions shows that our experiment has the capability to
simulate strongly correlated few-body quantum systems.
Using the experimental methods established in this work it
is straightforward to extend our studies to more complex
systems. Simply adding a third particle either in one of the
present spin states [22] or a different spin state [23,24]
allows us to study a highly nontrivial system where no
analytical solution exists. In a few-body system with de-
fined particle number and attractive interaction we could
investigate pairing phenomena and thus work towards
studying superfluidity in finite systems. This has already
been investigated in the context of nuclear physics [25]. By
dynamically changing the shape of the trapping potential
we could simulate a vast amount of different time-
dependent quantum systems. A feasible experiment would
be to periodically modulate the strength of the magnetic
field gradient. This would allow us to study ionizationlike
excitations in the strong-field regime [26] which have been
studied in ultrafast physics [27].
We thank H. J. Pirner for valuable theoretical input. We
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FIG. 5 (color online). Interaction energy of two fermions for
different interaction regimes. By using a WKB based calculation
we can determine the energy of two distinguishable fermions at
different interaction strengths (blue points) from the tunneling
time constants presented in Fig. 4(a). The blue curve shows the
expected energy shift for a harmonically trapped system (dashed
rectangle in Fig. 2).
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is not symmetric. Hence, the exchange couplings are not
identical anymore ðjJ1j > jJ2jÞ, which leads to a coherent
mixing of theAFMand IMstate during the tunneling process
[35]. We calculate a probability of approximately 8% for the
rightmost spin of the AFM state in the tilted trap to point
downwards. This is in good agreement with the blue data
points in Fig. 3(a) that cross the CIR at P↓ ≈ 10%.
Away from the CIR, the eigenstates of both the three-

particle and the two-particle spin chains are nondegenerate
(Fig. 2). In this case, the energies of the initial three-particle
state jii and the final two-particle state jfi involved in the
tunneling process are important, since their difference
determines the energy E of the tunneling particle. The
tunneling rate of the particle that leaves the trap is strongly
affected by its energy and can be calculated as

Ti;f ∝ jhijf; tij2Ee−2γðEÞ; ð1Þ

where jf; ti ¼ jfi ⊗ jti with jti indicating the spin ori-
entation of the tunneling particle. The tunneling parameter
γ is determined by means of a WKB calculation [35]. The
probability to tunnel from state jii to state jfi is given by

Pi;f ¼
Ti;f

ð
P

f0Ti;f0Þ
; ð2Þ

where the sum is over all possible final states jf0i.
Using Eq. (2), we calculate the probabilities Pi;j↑;↑i of

tunneling into the spin-polarized final state [red lines
in Fig. 3(a)], which is equivalent to the probability of

spin-down tunneling (P↓). Far below the CIR, the energy
dependent term Ee−2γ dominates the outcome of the
tunneling rates [Eq. (1)]. Therefore, tunneling into the
AFM two-particle ground state ðj↑;↓i − j↓;↑iÞ=

ffiffiffi
2

p
is

strongly favored if its spin overlap to the initial state is
not zero. This leads to a limiting value of P↓ ¼ 0 for initial
AFM and IM states. Above the resonance, the energy
ordering of the two-particle FM and AFM states is reversed
and tunneling into the FM states is predominant (Fig. 2)
[43]. Here, P↓ is determined by the ratio of the spin
overlaps between the first two spins of the initial states and
the FM two-particle states j↑;↑i and ðj↑;↓iþ j↓;↑iÞ=

ffiffiffi
2

p
.

The comparison of the theoretically predicted P↓ of the
AFM state in the tilted trap [red solid line in Fig 3(a)] with
the experimental data (blue points) shows good agreement,
while the FM(red dashed line) and IM (red dotted line) states
are clearly excluded. We therefore conclude that before
tunneling both below and above the CIR the system is in the
AFM state. The gray points at−1=g1D ≈ 0 indicate a narrow
resonance effect that couples the AFM state to the IM state
of the spin chain. Since this resonance is accompanied
by strongly enhanced three-body losses [35], we suspect
it to be caused by a coupling of the AFM and the IM states
via a molecular state with center-of-mass excitation. The
coupling to such molecular states is strongly enhanced
by the anharmonicity of our tilted trap [44].
For theAFMstate of the (3, 1) system, a similar calculation

predicts P↓ ≈ 1% on resonance and a saturation value of
P↓ ≈ 75% deep in the super-Tonks regime [35]. As shown in
Fig 3(b), the general trend of our measurements agrees with
this prediction for the AFM state, but in the super-Tonks
regime, there is a significant deviation. The reason for this
deviation is that the calculation assumes an adiabatic low-
ering of the potential barrier. As a result, the tunneling
energies of all tunneling channels are always well below the
barrier maximum. We believe that this condition is not
fulfilled for the (3, 1) system in the super-Tonks regime,
where an especially low potential barrier was used for the
tunneling measurement. Indeed, if we model a nonadiabatic
lowering of the potential barrier, the contribution from
tunneling into the IM state reduces P↓ to values that are
compatible with the experimental results [35]. In order to
study the spin configuration of the balanced (2, 2) system,we
adapt the previous procedure and let two atoms tunnel out of
the trap. Here, P↓ is defined as the probability to end up in
state j↑;↑i, where both spin-down atoms tunneled out of the
trap. Again, the predicted P↓ ≈ 4% on resonance and the
limiting value of P↓ ≈ 33.3% in the super-Tonks regime are
ingoodagreementwith the experiment, as shown inFig. 3(c).
To independently confirm the results of our measurement

of the spin distribution, we perform a second set of mea-
surements that directly probes the spatial wave function of the
system. As shown in Fig. 1(a), the relative spatial wave
function between identical spins always exhibits a smooth
zero crossing, while between distinguishable spins with
strong interactions it can exhibit a cusp. The cusps lead to
occupancies of high-energy trap levels, while the zero

FIG. 3 (color online). Probing the spin distribution. Tunneling
probabilities of the spin-down atom in a (2, 1) system (a) and a
(3, 1) system (b) and tunneling probability of both spin-down
atoms in a (2, 2) system (c) as a function of the interaction
strength. The red lines are the solutions of a tunneling model
for the antiferromagnetic (solid), the ferromagnetic (dashed), and
the intermediate state (dotted). The gray points in (a) indicate a
narrow resonance between the antiferromagnetic and the inter-
mediate state of the (2, 1) system close to −1=g1D ¼ 0. Error bars
denote the 1σ statistical uncertainties.
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QUANTUM GASES

Topological pumping of a 1D dipolar gas into strongly
correlated prethermal states
Wil Kao1,2*, Kuan-Yu Li1,2*, Kuan-Yu Lin2,3, Sarang Gopalakrishnan4,5, Benjamin L. Lev1,2,3†

Long-lived excited states of interacting quantum systems that retain quantum correlations and
evade thermalization are of great fundamental interest. We create nonthermal states in a bosonic
one-dimensional (1D) quantum gas of dysprosium by stabilizing a super-Tonks-Girardeau gas against
collapse and thermalization with repulsive long-range dipolar interactions. Stiffness and energy-per-
particle measurements show that the system is dynamically stable regardless of contact interaction
strength. This enables us to cycle contact interactions from weakly to strongly repulsive, then strongly
attractive, and finally weakly attractive. We show that this cycle is an energy-space topological pump
(caused by a quantum holonomy). Iterating this cycle offers an unexplored topological pumping method
to create a hierarchy of increasingly excited prethermal states.

H
ighly excited eigenstates of interact-
ing quantum systems are generically
“thermal,” in the sense that they obey
the eigenstate thermalization hypothe-
sis (1): Physical observables behave in

these excited states as they would in thermal
equilibrium. For generic thermal systems, all
initial conditions give rise to locally thermal
behavior at times past the intrinsic dynamical
time scale. Systems in which thermalization
is absent are of great fundamental interest
because they violate equilibrium statistical
mechanics, and of technological interest be-
cause some quantum information in these
states evades decoherence. Nonthermal excited
states exist in integrable (2, 3) and many-body
localized (3, 4) systems. More recently, it has
been realized that even nonintegrable systems
might have special excited initial states for
which thermalization is absent; these states are
called quantum many-body scars (5–10). Both
integrability and scars are fine-tuned, and can
thus only be approximately realized in actual ex-
periments, in the form of long-lived prethermal
states. As anticipated in (10, 11), approximate
integrability can give rise to states that closely
resemble scars: i.e., atypical initial states with
unexpectedly long relaxation times. In such
prethermal states, one would expect observ-

ables to remain far from their thermal value
for long times. Much about the classification,
physical origins, and lifetimes of such atypical
initial states remains unclear.
In thiswork, we demonstrate a “topological”

pumping protocol for creating a hierarchy of
atypical prethermal states by cyclically varying
the short-range (contact) interaction strength
of a dipolar Bose gas confined in one dimen-
sion. The cycles are made possible through
dipolar stabilization of the gas. In a conven-
tional topological pump (12), the Hamiltonian
returns to itself after one cycle, but the state is
translated by one lattice site. In the present
setup, by contrast, the state is translated up
the many-body energy spectrum; thus, this
protocolmaps each eigenstate to an eigenstate
with an extensively higher energy. This effect
is called a “quantum holonomy” (13). A toy
example that illustrates this effect is a particle
subject to a d-function potential. The nth even-
parity eigenstate for an infinitely repulsive po-
tential is identical to the (n + 1)th even-parity
eigenstate for an infinitely attractive potential.
Hence, by cycling the potential from zero to
infinitely repulsive, to infinitely attractive and
back to zero, one can wind up the phase of
the wave function and create a sequence of
increasingly excited states (14). Here, we show

that dipolar interaction-stabilized approxi-
mate integrability allows one to implement a
many-body version of this cycle without simply
heating up the system. This many-body cycle
enables one to generate nonthermal highly
excited states with high fidelity.
The one-dimensional (1D) gas system forms

an attractively interacting, excited “super-
Tonks-Girardeau” gas (sTG) at an inter-
mediate stage of the many-body holonomy
cycle implemented here. The bosons in this
state are even more strongly anticorrelated
than free fermions (15–20). As one quenches
deeper into the sTG regime by making the
contact interactions less strongly attractive,
one expects the sTG to become unstable; this
is indeed seen in gases with purely short-range
interactions (18). Unexpectedly, however, even
though the dipole-dipole interaction (DDI)
breaks integrability (21), it enhances the sta-
bility of the sTG regime (relative to the purely
short-range case). This allows one to implement
the entire cycle, thus realizing this previously
unobserved topological pumping phenome-
non. [Dipolar sTGs have been predicted to
exist in contexts different from that realized
here; see (22) for discussion.]
We implement the following protocol. First,

we create a low-temperature dipolar 1D Bose
gas in a regime with weak repulsive contact
interactions. We then tune the scattering length
across confinement-induced resonances (CIRs)
of colliding atoms (23–26) in the following
stages. First, we ramp up the contact inter-
actions toward the resonance, so the gas
adiabatically enters the strongly antibunched
Tonks-Girardeau (TG) state (27–29). At this
point, we quench these interactions across the
resonance, from strongly repulsive to strongly
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Fig. 1. Experimental concept.
(A) Atoms are loaded into 1D traps
formed by a 2D optical lattice.
Atomic dipoles are aligned by a
magnetic field at angle q from x̂ in
the x–z plane. (B) The applied
field magnitude tunes the contact
interaction strength g1D (solid blue
line) and 1D scattering length a1D
(dashed red line) via two
confinement-induced resonances
(CIRs) located on the low-field side
of Feshbach resonances (FRs)
indicated by black dotted lines.
g1D < 0 measurements are labeled by numbers and letters for the first and second holonomy cycles, respectively.
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attractive, to create the sTG. As the attractive
interactions are tuned away from this unitary
contact regime, the sTG gas usually becomes
thermodynamically unstable because the bosons
can form soliton-like bound cluster states
(15, 16, 30), as has been observed in a non-
dipolar Cs gas (18). By contrast, our dipolar
system appears dynamically stable for very
long times. This allows us to then ramp the
attractive contact interaction strength toward
zero again to generate a weakly attractive Bose
gas in a highly excited nonthermal state. That
the system remains dynamically stable through-
out this procedure is a consequence of the
repulsive dipolar interactions, as we will dis-
cuss below. Repeating the cycle by crossing
anotherCIRproduces evenhigher excited states.
These claims are supported through gas stiff-
ness and energy-per-particle measurements at
various stages in the protocol.
We begin our experiments by preparing a

nearly pure Bose-Einstein condensate (BEC) of
highly magnetic Dy atoms at 26.69 G, just
shy of the CIRs employed. (162Dy’s magnetic
moment of m = 10 Bohr magnetons is 10 times
that of, e.g., Cs’s, yielding a DDI ∼100 times
stronger.) After adiabatically rotating the field
to a target angle qwith respect to the 1D axis
x̂ , we load the BEC into a 2D optical lattice
(21) whose first transverse excited-state energy
is ℏw⊥=kB ¼ 1180ð20Þ nK. The transverse fre-
quency is w⊥ ¼ 2p$ 24:6ð4Þ kHz; h ¼ 2pℏ is
Planck’s constant, and kB is the Boltzmann
constant. The lattice comprises an array of
~1000 1D optical traps with about 40 atoms
in the central tube and 30 atoms per tube on
average; see Fig. 1A and (22). Each tube ap-
proximates a 1D channel of finite length,
where the ratio of longitudinal versus trans-
verse oscillator lengths is a∥=a⊥ ¼ 25. The
field is then further ramped (in a few milli-
seconds) to the target magnitude at which
collective oscillation measurements are to be
performed; see (22) for details. Thesemeasure-
ments are consistent with zero-temperature
ground state predictions (22), which implies
that the temperature is sufficiently low to ob-
serve the sTG gas (31).
The system may be described with a Lieb-

Linger (LL) Hamiltonian (32, 33) augmented
by the magnetic DDI:

H ¼ % ℏ2

2m

XN

j¼1

@2

@x2j
þ

X

1≤i<j≤N

½g1Ddðxi % xjÞ þ V 1D
DDIðq; xi % xjÞ( ð1Þ

where the first two terms comprise the LL
model and the third is the 1D-regularized DDI
(22). Because the DDI scales as 1 − 3cos2q, we
can control its sign and strength by applying
an external magnetic field B to polarize the
dipoles at any q. The contact interaction

strength g1D is independently controlled by
setting the field magnitude B to be near a CIR
while holding q constant; see Fig. 1B.
A CIR appears when the bound state of the

first transverse motional excited state of the
1D trap is degenerate with the open-channel
transverse ground state. It modifies the con-
tact interaction strength as follows:

g1DðBÞ ¼ % 2ℏ2

ma1DðBÞ

¼ 2ℏ2a3DðBÞ
ma2⊥

1
1% Ca3DðBÞ=a⊥

ð2Þ

Here, C≈1 and a3D and a1D are the 3D and
1D scattering lengths, respectively (24). We
tune g1D by controlling a3D with a Feshbach
resonance at fixed a⊥ . Feshbach resonances
provide a means for tuning a3D through
control of B (34). The gas enters the unitary
contact-interaction regime g→ T∞ when B
sets a3D ¼ a⊥=C (35). The dimensionless LL
parameter is g ¼ g1Dm=ℏ2n1D , with n1D the
1D atomic density.
Although the DDI has been predicted to

affect CIRs (22, 36), we resolve no shift of
these resonances’ positions or widths versus
q in our molecular bound-state measurements

(22). Indeed, their positions are adequately
predicted by the nondipolar theory result
of Eq. 2. This simplifies the mapping of B
to a3D (and hence to g1D) by rendering it
q-independent. We implement the holonomy
cycle(s) by sweeping B up to a desired higher-
field value, thereby preparing a state with
a particular g1D. The second holonomy cycle
begins after point 5 in Fig. 1B, where g1D
turns positive again, and continues to point f
where g1D crosses zero again.
We measure gas stiffness through obser-

vations of collective oscillations of the atoms
along the 1D trap axis (18, 37, 38). The fre-
quency wB of the breathing mode of the gas
is sensitive to its inverse compressibility (stiff-
ness), and thus contains information about
correlations. Normalizing wB by the frequency
wD of the center-of-mass dipole (sloshing)mode
accounts for nonuniversal aspects of the 1D
potentials, such as trap frequencies (38). This
allows one to compare the stiffness of disparate
systems at different interaction strengths by
plotting R ¼ ðwB=wDÞ2 versus A2 ¼ Na21D=a

2
∥ .

Here, A is the universal form of the coupling
constant under the local density approximation
(38). At strong coupling (g1D → T∞ ), A2 → 0,
whereas it diverges atweak coupling (g1D → 0T).
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Fig. 2. Post-quench gas
stiffness R versus inter-
action parameter A2:

Shown is the attractive
g1D < 0 regime of the first
holonomy cycle for the
(A) nondipolar (q ¼ 55°)
and (B) attractive DDI (0°)
system, and for (C) the
repulsive, 90° DDI-stabilized
excited gas. In (A) and (B),
an sTG gas exists in the

unitary regime of A2 ≲ 10%3.
Beyond, however, the gas
softens before collapsing

near A2 ≈ 10%1 and 10%2,
respectively. For compari-
son, the dashed green
curve in (A) plots data from
the nondipolar variational
Monte Carlo simulation of
(15). Unexpectedly, the
repulsive DDI system in (C)
remains stable beyond the
unitary regime. This allows
correlated prethermal
states to emerge around
intermediate coupling
strengths, indicated by gray
shading, before crossing
over into the R ¼ 4 weakly attractive, excited Bose gas regime beyond A2 ≈ 10. The solid curve is the Bethe
ansatz prediction of (18). The vertical dotted line indicates where the contact and the short-range 1D-
regularized DDI contributions become approximately equal (21). Numbers refer to points in Figs. 1B and 3.
The error bars here and in subsequent figures represent the standard error.

RESEARCH | REPORT

on M
arch 26, 2021

 
http://science.sciencem

ag.org/
D

ow
nloaded from
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𝜃 = 0: attractive

𝜃 = 90: repulsive

Puzzle1: stability depending on 
the sign of dipole interaction

Tomeasure oscillations, we selectively excite
one of these two modes and hold the gas for
a variable amount of time before releasing to
image its width or center-of-mass in time-of-
flight absorption imaging. We repeat for the
other mode and fit the oscillations to extract
collective-mode frequencies and R values (22).
Figure 2 shows stiffness data for excited

states of the attractive (g1D < 0) dipolar LL
model at three different q. [Data for ground
states of the repulsive g1D > 0 model are in
(22).] We begin with the nondipolar case of
q ¼ 55° (at which the DDI vanishes along the
1D tube) in Fig. 1A, so as to compare to prior
nondipolar Cs measurements (18) and to non-
dipolar theory (16). After preparing a TG gas
(for whichR ¼ 4) by tuning g→þ∞ (22), we
quench into the attractive contact regimewhere
g→#∞,A2 → 0, and the TG gas crosses over
into the sTG gas. Tuning A2 larger causes
the stiffness to rise above R ¼ 4, indicating
that a stiffer—more strongly (anti)correlated—
sTG gas forms. At still larger A2, R rapidly
decreases as the gas softens, indicating an
imminent collapse into bound cluster states.
This trend resembles that reported for the Cs
system (18), though the exact point of collapse
differs from that exhibited in the Cs system.
It also differs from the collapse point in the
simplified nondipolar variational Monte Carlo
calculation of (15) (shown as a dashed curve);
see (22) for discussion. We additionally report
metastable states just below R ¼ 4 : These
might be gas-like states of clusters of two or
three bound atoms (17).
Why should this nondipolar gas collapse,

given that the attractive LL model remains

integrable for all A2? In the strictly integrable
limit, collapse does not occur, and instead the
stiffness rises above R ¼ 4 until A2 ≈ 1, then
decreases to 4 in the weakly attractive regime
(19). Many-body states with and without
clusters belong to separate sectors of Hilbert
space, and do not mix. However, in realistic
experiments [including nondipolar ones (18)],
imperfections such as the transverse and
longitudinal trap potentials break integrability
(39–41) and yield matrix elements (propor-
tional to the wave function overlap) between
the sTG state and the bound cluster states,
leading to collapse. In the strongly interacting
unitary limitA2 ≲ 10#3, antibunching strongly
suppresses wave function overlap, so the model
remains nearly integrable and stable despite
experimental imperfections. However, in the
intermediate interaction regime, cluster states
form and the nondipolar gas is dynamically
unstable, as seen in Fig. 2A.
The collapse ensues even earlier if an at-

tractive DDI is introduced by rotating to
q ¼ 0°: Figure 2B shows a collapse beginning
at roughly an order-of-magnitude lower in
A2 . Evidently, the attractive DDI acts to
break integrability at a point deeper within
the unitary regime. Indeed, previous work using
this experimental platform showed that DDIs
generically break integrability (21), with equil-
ibration lifetimes that are shortest at 90° .
From this perspective, one might also expect
an early collapse under a repulsive DDI. Un-
expectedly, however, this is not the case: The
q ¼ 90° data in Fig. 2C show that the sTG
remains stable orders of magnitude beyond
both that of the nondipolar gas and the 0°at-

tractive DDI gas. Indeed, the repulsive gas
never collapses:R ≳ 4 throughout the pumping
sequence, regardless of contact strength in the
first holonomy cycle. This includes the regime
of vanishing contact interactions wherein non-
dipolar sTG gases collapse. By contrast, dipolar
BECs in higher dimensions collapse whenever
the attractive contact exceeds the DDI (42),
and thus cannot be stably tuned through the
regime of intermediate contact interactions.
How the repulsive DDI inhibits the sTG

eigenstate from mixing with cluster eigen-
states is unclear. Variational Monte Carlo
simulations of a nondipolar gas in a harmonic
trap may provide some intuition. Such calcu-
lations exhibit an energy barrier to collapse
that shrinks as A2 grows (15), and the repulsive
(attractive) DDI may serve to raise (lower) this
barrier. However, given the relatively low DDI
energy scale, a more appropriate physical pic-
ture may be the following: The attractive and
repulsive DDIs induce opposite first-order cor-
rections to the wave function (leading to bunch-
ing in one case and antibunching in the other),
which respectively enhance or suppress the
effects of other integrability-breaking terms.
Indeed, the lowDDI energy scale does not seem
to change the Thomas–Fermi–to–TG crossover
of the ground states of the repulsive LL model
(22). Nevertheless, the DDI does have a pro-
nounced affect on the stability of the excited
states, rendering their R dependence quite
similar to that predicted by the Bethe ansatz
equations (19). Quantitative discrepancies are
not surprising, as the Bethe ansatz solutions
exclude effects caused by, e.g., the DDI, trap,
and imperfect state preparation.
Next, we explore those states obtained by

sweeping B past the second CIR, thereby
entering the second holonomy cycle in g1D as
reflected in the eigenenergy spectrum (13).
Energy per particle E=N is measured in time-
of-fight absorption imaging. The average mo-
mentum is determined from the expansion
time and gas width, ensemble averaged over
the 1D trap array (22). This is shown in Fig. 3,
whereE=N is plotted versusgalong with the
eigenenergy bands derived from the Bethe
ansatz equations (13, 19, 22).We see that crossing
the second CIR maps the system to higher-
energy eigenstates than those at the same
g1D in the previous topological pumping cy-
cle. The orientation of the quench cycle is
crucial: Reversing the sense of the cycle does
not implement the topological pump, but leads
to collapse (13, 22). The measured energies
are in good agreement with the Bethe ansatz
predictions.
In the regimebetween theunitary andweakly

interacting regimes—i.e., for 10#3 < A2 < 10
( 1 < g < 102 )—the states that we generate
form a hierarchy of long-lived, highly excited
states that exhibit persistent athermal beha-
vior. (In this respect, they resemble quantum
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Fig. 3. Energy eigenstate
spectrum across two
complete quantum holo-
nomy cycles. Shown is the
energy per particle E=N for
q ¼ 90°. Black circles (blue
squares) are data taken for
positive (negative) g1D’s of
the repulsive (attractive)
LL model. Likewise, dotted
(solid) curves are solutions
to the Bethe ansatz equa-
tions for the repulsive
(attractive) nondipolar LL
model. In the g1D → 0 and
T∞ limits, these solutions
equal integer multiples of
1=3 times the Fermi energy

ℏ2ðpn1DÞ2=2m. Arrowheads
indicate direction of cycles.
The first cycle begins at the
point labeled “X” and
continues to point 5, where
the second cycle begins and
continues to f. The system passes through jgj→∞ twice as the field increases first through CIR 1, then CIR 2.
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A surprise: Ultrastable sTG gas with a weak dipole repulsion 

Puzzle2: weak dipole ---
sTG spectrum unchanged

Vdd=0

Vdd<0

Vdd>0

𝑉!!(𝑟) =
𝑑"

4𝜋𝜀#𝑟$
(1 − 3𝑐𝑜𝑠"𝜃)



To explain:

Ø Why sTG stability depends on the sign of Vdd

Ø Why a weak Vdd, which barely affects the spectrum, significantly changes the stability

Our work: Exact solutions of three bosons/fermions in a harmonic trapWe consider the following Hamiltonian (ℏ ¼ 1):

H ¼
X

i

!
−

1

2m
∂2

∂x2i
þ 1

2
mω2x2i

"

þ
X

hi;ji

#
gδðxi − xjÞ þ Vddðxi − xjÞ

$
; ð1Þ

here xi is the 1D coordinate; ω is the harmonic trap
frequency, and the trap length is defined as l ¼ 1=

ffiffiffiffiffiffi
μω

p

(μ ¼ m=2 is the reduced mass); g ¼ −1=ðμaÞ is the contact
coupling with 1D scattering length a; for the dipolar
interaction VddðrÞ, since its short-range part is greatly
modified by higher transverse modes in realistic quasi-1D
geometry [18–20]. Here we take a short-range cutoff
rcð¼ 0.15lÞ and simplify it as D=jrj3 for r > rc and 0
otherwise.
The three-body problem of identical bosons or spin-1=2

fermions can be exactly solved based on (1). To facilitate
later discussions, we shall mainly focus on the fermion
case (↓↑↑) where analytical results are available. Consider
a spin-↓ atom at x1 and two ↑ atoms at x2, x3; we
define r ¼ x2 − x1 and ρ ¼ ð2=

ffiffiffi
3

p
Þðx3 − ðx1 þ x2Þ=2Þ to

describe the relative motions, respectively, within a ↓-↑
dimer and between the dimer and the rest fermion. Another

set of relative coordinates frþ; ρþg can be accordingly
defined by exchanging x2 ↔ x3. We then expand the
three-body ansatz in the center-of-mass (c.m.) frame as
Ψðr; ρÞ ¼

P
mn cmnϕmðrÞϕnðρÞ, where ϕm and ϕn are

single particle eigenstates along r and ρ with eigenenergies
ϵk ¼ ðkþ 1=2Þω (k ¼ m, n). Utilizing the Schrödinger
equation HΨðr; ρÞ ¼ EΨðr; ρÞ and ensuring the fermion
antisymmetryΨðr; ρÞ ¼ −Ψðrþ; ρþÞ, we obtain the follow-
ing equation for fcmng [21]:

ðE− ϵm − ϵnÞcmn ¼ g
X

ij

cijϕið0Þ
#
ϕmð0Þδj;n −Amn;j

$

þD
X

ij

cij
#
Bm;iδj;n −Bþ

mn;ij þB−
mn;ij

$
;

ð2Þ

with Amn;j¼
R
dρϕmð

ffiffiffi
3

p
ρ=2Þϕnð−ρ=2ÞϕjðρÞ; Bm;i¼

R
jrj>rc

drϕmðrÞϕiðrÞ=jrj3; Bþ
mn;ij ¼

R
jrþj>rc drdρϕmðrÞϕnðρÞ

ϕiðrþÞϕjðρþÞ=jrþj3; B−
mn;ij ¼

R
jr−j>rc drdρϕmðrÞϕnðρÞ

½ϕiðrÞϕjðρÞ − ϕiðrþÞϕjðρþÞ&=ð2jr−j3Þ (here r'¼'r=2 þffiffiffi
3

p
ρ=2, ρ' ¼ '

ffiffiffi
3

p
r=2 − ρ=2). Both E and fcmng can

be solved from the matrix equation (2). Similarly, the
exact solutions of three identical bosons can also be
obtained [21].
The trapped three-body system comprises the minimal

yet fundamental model to describe the instability of the
sTG gas. To see this, let us start from three fermions
without dipolar interaction (D ¼ 0). Their spectrum has
been studied previously [7,8,10,22,23], and here we shall
focus on the avoided level crossing of the sTG branch
with a sequence of excited bound states, as labeled by
n ¼ 1; 2; 3… in Fig. 2(a) from weak to strong coupling
regime. Near 1=g → 0−, these bound states are essentially
composed of a tight ↑↓ dimer plus a free ↑ atom at excited
levels, as described by the atom-dimer wave function,

ψ ðmÞ
ad ¼ ΦdðrÞϕmðρÞ − ðx2 ↔ x3Þ; ð3Þ

with energy

EðmÞ
ad ¼ Ed þ ϵm: ð4Þ

HereΦd is the dimer wave function with energy Ed, and ϕm
is the free fermion state with energy ϵm. On the other hand,
for the repulsive sTG branch near resonance, one can treat
1=g as a small parameter and construct an effective spin-
chain model H ¼ 1=g

P
i Jiðsisiþ1 − 1=4Þ [11–15]. Here

for three atoms the spin-exchange amplitude Ji ≡ J is site
independent. This gives the wave function and energy of
the sTG gas as

ΨsTG ¼ Ψ0 −
1

g
Ψ1; ð5Þ

FIG. 1. Illustration for the modified stability of the sTG gas by
dipolar interaction Vdd. Red dashed line marks the energy level of
the sTG gas, which can become unstable due to the hybridization
with an excited bound state (EBS, dotted line) at their avoided
level crossing. In the presence of a weak Vdd, the sTG gas is
hardly affected in energy while the EBS spectrum can be shifted
visibly due to its localized wave function and large response to
Vddð∼1=r3Þ. For a repulsive Vddð> 0Þ, the EBS energy is up-
shifted and the avoided crossing moves to 1=g → 0− with a
narrower width, giving rise to a more stable sTG gas with weaker
hybridization with EBS. In comparison, an attractive Vddð<0Þ
leads to a down-shifted EBS level and thus the avoided crossing
moves to 1=g → −∞ with a broader width (stronger hybridiza-
tion), giving a less stable sTG gas.
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rcð¼ 0.15lÞ and simplify it as D=jrj3 for r > rc and 0
otherwise.
The three-body problem of identical bosons or spin-1=2

fermions can be exactly solved based on (1). To facilitate
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exact solutions of three identical bosons can also be
obtained [21].
The trapped three-body system comprises the minimal

yet fundamental model to describe the instability of the
sTG gas. To see this, let us start from three fermions
without dipolar interaction (D ¼ 0). Their spectrum has
been studied previously [7,8,10,22,23], and here we shall
focus on the avoided level crossing of the sTG branch
with a sequence of excited bound states, as labeled by
n ¼ 1; 2; 3… in Fig. 2(a) from weak to strong coupling
regime. Near 1=g → 0−, these bound states are essentially
composed of a tight ↑↓ dimer plus a free ↑ atom at excited
levels, as described by the atom-dimer wave function,

ψ ðmÞ
ad ¼ ΦdðrÞϕmðρÞ − ðx2 ↔ x3Þ; ð3Þ

with energy

EðmÞ
ad ¼ Ed þ ϵm: ð4Þ

HereΦd is the dimer wave function with energy Ed, and ϕm
is the free fermion state with energy ϵm. On the other hand,
for the repulsive sTG branch near resonance, one can treat
1=g as a small parameter and construct an effective spin-
chain model H ¼ 1=g

P
i Jiðsisiþ1 − 1=4Þ [11–15]. Here

for three atoms the spin-exchange amplitude Ji ≡ J is site
independent. This gives the wave function and energy of
the sTG gas as

ΨsTG ¼ Ψ0 −
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FIG. 1. Illustration for the modified stability of the sTG gas by
dipolar interaction Vdd. Red dashed line marks the energy level of
the sTG gas, which can become unstable due to the hybridization
with an excited bound state (EBS, dotted line) at their avoided
level crossing. In the presence of a weak Vdd, the sTG gas is
hardly affected in energy while the EBS spectrum can be shifted
visibly due to its localized wave function and large response to
Vddð∼1=r3Þ. For a repulsive Vddð> 0Þ, the EBS energy is up-
shifted and the avoided crossing moves to 1=g → 0− with a
narrower width, giving rise to a more stable sTG gas with weaker
hybridization with EBS. In comparison, an attractive Vddð<0Þ
leads to a down-shifted EBS level and thus the avoided crossing
moves to 1=g → −∞ with a broader width (stronger hybridiza-
tion), giving a less stable sTG gas.
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Supplementary Materials

This supplemental file includes details on the exact solution of three-body problem with contact and dipolar in-
teractions, the wavefunction and energy of super-Tonks-Girardeau(sTG) gas near resonance, and the results of three
identical bosons.

I. THREE-BODY PROBLEM WITH CONTACT AND DIPOLAR INTERACTIONS

Here we take the three fermions system (#"") for example to derive the three-body equations. By decoupling the
center-of-mass motion from the problem and defining two relative coordinates r = x2�x1 and ⇢ = 2p

3
(x3�(x1+x2)/2),

we can rewrite the Hamiltonian (Eq.1 in the main text) as
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2
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2
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2) + g(�(r) + �(r+)) + Vdd(r) + Vdd(r+) + Vdd(r�). (S1)

Here µ = m/2 and r± = ±r/2+
p
3⇢/2. The trap length is defined as l = 1/

p
µ!. For simplicity, we take the dipolar

interaction Vdd(r) as D/|r|3 for r < rc(= 0.15l) and 0 otherwise.
To solve the Schrödinger equation H (r, ⇢) = E (r, ⇢), we expand the wave function  (r, ⇢) in terms of the

harmonic eigenstates:
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Plugging above equation into the Schrödinger equation and integrating both sides with
R
drd⇢�m(r)�n(⇢), we obtain

the matrix equation of {cmn} as Eq.2 in the main text. Note that the parameter ⌘ = �1 therein for fermions is due to
the fermionic statistics, which requires  (r, ⇢) = � (r+, ⇢+). For bosons we have ⌘ = 2 because of bosonic statistics:
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and we have ensured the convergence with these cuto↵s. For m (all even for bosons and fermions), its cuto↵ should
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heavy numerics involved.

II. ANALYTICAL RESULTS FOR FERMIONIC STG GAS NEAR RESONANCE

It is convenient to work in the original coordinate space {x1, x2, x3} to analyze the fermionic sTG gas near resonance
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Here  F = 1p
6
Det( i(xj)) is the wavefunction of non-interacting fermions. The spin chain model determines the spin

order in spatial space and gives the zeroth-order wavefunction as

 0(x1, x2, x3) =  F (x1, x2, x3) ⇤
1p
2
(✓(x1 < x2 < x3) + ✓(x1 < x3 < x2)� 2✓(x2 < x1 < x3)

�2✓(x3 < x1 < x2) + ✓(x2 < x3 < x1) + ✓(x3 < x2 < x1)). (S4)

=D/|x|3 for |x|<rc and =0 otherwise

We consider the following Hamiltonian (ℏ ¼ 1):

H ¼
X

i
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2
mω2x2i
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þ
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here xi is the 1D coordinate; ω is the harmonic trap
frequency, and the trap length is defined as l ¼ 1=

ffiffiffiffiffiffi
μω

p

(μ ¼ m=2 is the reduced mass); g ¼ −1=ðμaÞ is the contact
coupling with 1D scattering length a; for the dipolar
interaction VddðrÞ, since its short-range part is greatly
modified by higher transverse modes in realistic quasi-1D
geometry [18–20]. Here we take a short-range cutoff
rcð¼ 0.15lÞ and simplify it as D=jrj3 for r > rc and 0
otherwise.
The three-body problem of identical bosons or spin-1=2

fermions can be exactly solved based on (1). To facilitate
later discussions, we shall mainly focus on the fermion
case (↓↑↑) where analytical results are available. Consider
a spin-↓ atom at x1 and two ↑ atoms at x2, x3; we
define r ¼ x2 − x1 and ρ ¼ ð2=

ffiffiffi
3

p
Þðx3 − ðx1 þ x2Þ=2Þ to

describe the relative motions, respectively, within a ↓-↑
dimer and between the dimer and the rest fermion. Another

set of relative coordinates frþ; ρþg can be accordingly
defined by exchanging x2 ↔ x3. We then expand the
three-body ansatz in the center-of-mass (c.m.) frame as
Ψðr; ρÞ ¼

P
mn cmnϕmðrÞϕnðρÞ, where ϕm and ϕn are

single particle eigenstates along r and ρ with eigenenergies
ϵk ¼ ðkþ 1=2Þω (k ¼ m, n). Utilizing the Schrödinger
equation HΨðr; ρÞ ¼ EΨðr; ρÞ and ensuring the fermion
antisymmetryΨðr; ρÞ ¼ −Ψðrþ; ρþÞ, we obtain the follow-
ing equation for fcmng [21]:

ðE− ϵm − ϵnÞcmn ¼ g
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$
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with Amn;j¼
R
dρϕmð

ffiffiffi
3

p
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ϕiðrþÞϕjðρþÞ=jrþj3; B−
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½ϕiðrÞϕjðρÞ − ϕiðrþÞϕjðρþÞ&=ð2jr−j3Þ (here r'¼'r=2 þffiffiffi
3

p
ρ=2, ρ' ¼ '

ffiffiffi
3

p
r=2 − ρ=2). Both E and fcmng can

be solved from the matrix equation (2). Similarly, the
exact solutions of three identical bosons can also be
obtained [21].
The trapped three-body system comprises the minimal

yet fundamental model to describe the instability of the
sTG gas. To see this, let us start from three fermions
without dipolar interaction (D ¼ 0). Their spectrum has
been studied previously [7,8,10,22,23], and here we shall
focus on the avoided level crossing of the sTG branch
with a sequence of excited bound states, as labeled by
n ¼ 1; 2; 3… in Fig. 2(a) from weak to strong coupling
regime. Near 1=g → 0−, these bound states are essentially
composed of a tight ↑↓ dimer plus a free ↑ atom at excited
levels, as described by the atom-dimer wave function,

ψ ðmÞ
ad ¼ ΦdðrÞϕmðρÞ − ðx2 ↔ x3Þ; ð3Þ

with energy

EðmÞ
ad ¼ Ed þ ϵm: ð4Þ

HereΦd is the dimer wave function with energy Ed, and ϕm
is the free fermion state with energy ϵm. On the other hand,
for the repulsive sTG branch near resonance, one can treat
1=g as a small parameter and construct an effective spin-
chain model H ¼ 1=g

P
i Jiðsisiþ1 − 1=4Þ [11–15]. Here

for three atoms the spin-exchange amplitude Ji ≡ J is site
independent. This gives the wave function and energy of
the sTG gas as

ΨsTG ¼ Ψ0 −
1

g
Ψ1; ð5Þ

FIG. 1. Illustration for the modified stability of the sTG gas by
dipolar interaction Vdd. Red dashed line marks the energy level of
the sTG gas, which can become unstable due to the hybridization
with an excited bound state (EBS, dotted line) at their avoided
level crossing. In the presence of a weak Vdd, the sTG gas is
hardly affected in energy while the EBS spectrum can be shifted
visibly due to its localized wave function and large response to
Vddð∼1=r3Þ. For a repulsive Vddð> 0Þ, the EBS energy is up-
shifted and the avoided crossing moves to 1=g → 0− with a
narrower width, giving rise to a more stable sTG gas with weaker
hybridization with EBS. In comparison, an attractive Vddð<0Þ
leads to a down-shifted EBS level and thus the avoided crossing
moves to 1=g → −∞ with a broader width (stronger hybridiza-
tion), giving a less stable sTG gas.
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without dipolar interaction (D ¼ 0). Their spectrum has
been studied previously [7,8,10,22,23], and here we shall
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HereΦd is the dimer wave function with energy Ed, and ϕm
is the free fermion state with energy ϵm. On the other hand,
for the repulsive sTG branch near resonance, one can treat
1=g as a small parameter and construct an effective spin-
chain model H ¼ 1=g
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i Jiðsisiþ1 − 1=4Þ [11–15]. Here

for three atoms the spin-exchange amplitude Ji ≡ J is site
independent. This gives the wave function and energy of
the sTG gas as

ΨsTG ¼ Ψ0 −
1
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FIG. 1. Illustration for the modified stability of the sTG gas by
dipolar interaction Vdd. Red dashed line marks the energy level of
the sTG gas, which can become unstable due to the hybridization
with an excited bound state (EBS, dotted line) at their avoided
level crossing. In the presence of a weak Vdd, the sTG gas is
hardly affected in energy while the EBS spectrum can be shifted
visibly due to its localized wave function and large response to
Vddð∼1=r3Þ. For a repulsive Vddð> 0Þ, the EBS energy is up-
shifted and the avoided crossing moves to 1=g → 0− with a
narrower width, giving rise to a more stable sTG gas with weaker
hybridization with EBS. In comparison, an attractive Vddð<0Þ
leads to a down-shifted EBS level and thus the avoided crossing
moves to 1=g → −∞ with a broader width (stronger hybridiza-
tion), giving a less stable sTG gas.
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Understanding the loss mechanism of sTG (Vdd=0):

EsTG ¼ E0 −
3J
2g

; ð6Þ

where Ψ0 is the fermionalized wave function in the hard-
core limit with total energy E0, and Ψ1 is from the first
order correction when a ↑-↓ pair comes close together [21].
For later comparisons, we have transformed Eqs. (5)
and (6) into the c.m. frame [21]. Figure 2(b) shows that
Eqs. (3) and (5) can indeed well approximate the two
branches far from their level crossings.
Importantly, Eqs. (3) and (5) suggest qualitatively differ-

ent real-space distributions between sTG and atom-dimer
states. To be concrete, all atom-dimer states have a
dominant weight when one ↑-↓ pair comes close to each
other, i.e., r → 0 or rþ ¼ ðrþ

ffiffiffi
3

p
ρÞ=2 → 0, given that

they contain very localized dimer components. In contrast,
the sTG state is dominated by the Ψ0 part which is much
more extended in real space, while it only has a little
weight along the dimer lines (∼Ψ1=g). Such difference is

numerically confirmed in Figs. 2(c1) and 2(c3), where we
have plotted real-space Ψ for different branches and the
results are consistent with theoretical predictions from
Eqs. (3) and (5) shown in Figs. 2(d1) and 2(d3).
The above wave-function analyses are crucial for under-

standing the loss mechanism of the sTG gas. As shown in
Fig. 2(b), at certain gc when the sTG state and one atom-
dimer branch have perfect energy match, they can hybridize
strongly and open an energy gap. Accordingly, an avoided
level crossing is generated near gc, and the resulted
eigenstate inherits all the key features from both branches
[Fig. 2(c2)]. Therefore, when driving the sTG gas to ∼gc, it
tends to develop a visible atom-dimer feature and accu-
mulate great possibilities when ↑-↓ come close together.
This leads to the instability of the sTG gas, since it can
easily undergo an inelastic decay to deep molecules and
cause atom loss. Similar inelastic loss due to couplings to
excited molecular states was also found previously for two
atoms in anharmonic potentials [24–26].

FIG. 2. Hybridization between the sTG branch and excited bound states for three harmonically trapped fermions (↑↑↓) without
dipolar interaction. (a) Spectrum in the center-of-mass frame, with the lowest repulsive branch highlighted in red (the part at 1=g < 0 is
the sTG gas). Indices “n ¼ 1; 2; 3…” mark the locations of the avoided level crossing between sTG and various excited atom-dimer
states from weak to strong couplings. (b) Magnified spectrum near the second avoided crossing (n ¼ 2). The RGB color map is provided
according to the wave function overlap with sTG [Eq. (5), red] and atom-dimer [Eq. (3), blue] states. (c1)–(c3) Contour plots of
normalized Ψðr; ρÞ for three typical coupling strengths as marked in (b). For comparison, (d1),(d3) show theoretical predictions to (c1),
(c3) based on Eqs. (3) and (5). (e1),(e2) show the location 1=gc and energy gap EG for each avoided level crossing. For comparison, the
theoretical prediction to 1=gc by comparing (4) and (6) is shown in (e1), and the wave function overlap between (3) and (5) is shown in
(e2). In all plots we take ω and l as the units of energy (E) and length (r, ρ). The units of g and Ψ are, respectively, ωl and l−1.

PHYSICAL REVIEW LETTERS 131, 203002 (2023)

203002-3

sTG

decay

EsTG ¼ E0 −
3J
2g

; ð6Þ

where Ψ0 is the fermionalized wave function in the hard-
core limit with total energy E0, and Ψ1 is from the first
order correction when a ↑-↓ pair comes close together [21].
For later comparisons, we have transformed Eqs. (5)
and (6) into the c.m. frame [21]. Figure 2(b) shows that
Eqs. (3) and (5) can indeed well approximate the two
branches far from their level crossings.
Importantly, Eqs. (3) and (5) suggest qualitatively differ-

ent real-space distributions between sTG and atom-dimer
states. To be concrete, all atom-dimer states have a
dominant weight when one ↑-↓ pair comes close to each
other, i.e., r → 0 or rþ ¼ ðrþ

ffiffiffi
3

p
ρÞ=2 → 0, given that

they contain very localized dimer components. In contrast,
the sTG state is dominated by the Ψ0 part which is much
more extended in real space, while it only has a little
weight along the dimer lines (∼Ψ1=g). Such difference is

numerically confirmed in Figs. 2(c1) and 2(c3), where we
have plotted real-space Ψ for different branches and the
results are consistent with theoretical predictions from
Eqs. (3) and (5) shown in Figs. 2(d1) and 2(d3).
The above wave-function analyses are crucial for under-

standing the loss mechanism of the sTG gas. As shown in
Fig. 2(b), at certain gc when the sTG state and one atom-
dimer branch have perfect energy match, they can hybridize
strongly and open an energy gap. Accordingly, an avoided
level crossing is generated near gc, and the resulted
eigenstate inherits all the key features from both branches
[Fig. 2(c2)]. Therefore, when driving the sTG gas to ∼gc, it
tends to develop a visible atom-dimer feature and accu-
mulate great possibilities when ↑-↓ come close together.
This leads to the instability of the sTG gas, since it can
easily undergo an inelastic decay to deep molecules and
cause atom loss. Similar inelastic loss due to couplings to
excited molecular states was also found previously for two
atoms in anharmonic potentials [24–26].
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according to the wave function overlap with sTG [Eq. (5), red] and atom-dimer [Eq. (3), blue] states. (c1)–(c3) Contour plots of
normalized Ψðr; ρÞ for three typical coupling strengths as marked in (b). For comparison, (d1),(d3) show theoretical predictions to (c1),
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mulate great possibilities when ↑-↓ come close together.
This leads to the instability of the sTG gas, since it can
easily undergo an inelastic decay to deep molecules and
cause atom loss. Similar inelastic loss due to couplings to
excited molecular states was also found previously for two
atoms in anharmonic potentials [24–26].

FIG. 2. Hybridization between the sTG branch and excited bound states for three harmonically trapped fermions (↑↑↓) without
dipolar interaction. (a) Spectrum in the center-of-mass frame, with the lowest repulsive branch highlighted in red (the part at 1=g < 0 is
the sTG gas). Indices “n ¼ 1; 2; 3…” mark the locations of the avoided level crossing between sTG and various excited atom-dimer
states from weak to strong couplings. (b) Magnified spectrum near the second avoided crossing (n ¼ 2). The RGB color map is provided
according to the wave function overlap with sTG [Eq. (5), red] and atom-dimer [Eq. (3), blue] states. (c1)–(c3) Contour plots of
normalized Ψðr; ρÞ for three typical coupling strengths as marked in (b). For comparison, (d1),(d3) show theoretical predictions to (c1),
(c3) based on Eqs. (3) and (5). (e1),(e2) show the location 1=gc and energy gap EG for each avoided level crossing. For comparison, the
theoretical prediction to 1=gc by comparing (4) and (6) is shown in (e1), and the wave function overlap between (3) and (5) is shown in
(e2). In all plots we take ω and l as the units of energy (E) and length (r, ρ). The units of g and Ψ are, respectively, ωl and l−1.
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Analytical description of sTG and bound states:

We consider the following Hamiltonian (ℏ ¼ 1):

H ¼
X

i
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here xi is the 1D coordinate; ω is the harmonic trap
frequency, and the trap length is defined as l ¼ 1=

ffiffiffiffiffiffi
μω

p

(μ ¼ m=2 is the reduced mass); g ¼ −1=ðμaÞ is the contact
coupling with 1D scattering length a; for the dipolar
interaction VddðrÞ, since its short-range part is greatly
modified by higher transverse modes in realistic quasi-1D
geometry [18–20]. Here we take a short-range cutoff
rcð¼ 0.15lÞ and simplify it as D=jrj3 for r > rc and 0
otherwise.
The three-body problem of identical bosons or spin-1=2

fermions can be exactly solved based on (1). To facilitate
later discussions, we shall mainly focus on the fermion
case (↓↑↑) where analytical results are available. Consider
a spin-↓ atom at x1 and two ↑ atoms at x2, x3; we
define r ¼ x2 − x1 and ρ ¼ ð2=

ffiffiffi
3

p
Þðx3 − ðx1 þ x2Þ=2Þ to

describe the relative motions, respectively, within a ↓-↑
dimer and between the dimer and the rest fermion. Another

set of relative coordinates frþ; ρþg can be accordingly
defined by exchanging x2 ↔ x3. We then expand the
three-body ansatz in the center-of-mass (c.m.) frame as
Ψðr; ρÞ ¼

P
mn cmnϕmðrÞϕnðρÞ, where ϕm and ϕn are

single particle eigenstates along r and ρ with eigenenergies
ϵk ¼ ðkþ 1=2Þω (k ¼ m, n). Utilizing the Schrödinger
equation HΨðr; ρÞ ¼ EΨðr; ρÞ and ensuring the fermion
antisymmetryΨðr; ρÞ ¼ −Ψðrþ; ρþÞ, we obtain the follow-
ing equation for fcmng [21]:

ðE− ϵm − ϵnÞcmn ¼ g
X

ij

cijϕið0Þ
#
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with Amn;j¼
R
dρϕmð

ffiffiffi
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p
ρ=2Þϕnð−ρ=2ÞϕjðρÞ; Bm;i¼

R
jrj>rc

drϕmðrÞϕiðrÞ=jrj3; Bþ
mn;ij ¼

R
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mn;ij ¼
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jr−j>rc

drdρϕmðrÞϕnðρÞ
½ϕiðrÞϕjðρÞ − ϕiðrþÞϕjðρþÞ&=ð2jr−j3Þ (here r'¼'r=2 þffiffiffi
3

p
ρ=2, ρ' ¼ '

ffiffiffi
3

p
r=2 − ρ=2). Both E and fcmng can

be solved from the matrix equation (2). Similarly, the
exact solutions of three identical bosons can also be
obtained [21].
The trapped three-body system comprises the minimal

yet fundamental model to describe the instability of the
sTG gas. To see this, let us start from three fermions
without dipolar interaction (D ¼ 0). Their spectrum has
been studied previously [7,8,10,22,23], and here we shall
focus on the avoided level crossing of the sTG branch
with a sequence of excited bound states, as labeled by
n ¼ 1; 2; 3… in Fig. 2(a) from weak to strong coupling
regime. Near 1=g → 0−, these bound states are essentially
composed of a tight ↑↓ dimer plus a free ↑ atom at excited
levels, as described by the atom-dimer wave function,

ψ ðmÞ
ad ¼ ΦdðrÞϕmðρÞ − ðx2 ↔ x3Þ; ð3Þ

with energy

EðmÞ
ad ¼ Ed þ ϵm: ð4Þ

HereΦd is the dimer wave function with energy Ed, and ϕm
is the free fermion state with energy ϵm. On the other hand,
for the repulsive sTG branch near resonance, one can treat
1=g as a small parameter and construct an effective spin-
chain model H ¼ 1=g

P
i Jiðsisiþ1 − 1=4Þ [11–15]. Here

for three atoms the spin-exchange amplitude Ji ≡ J is site
independent. This gives the wave function and energy of
the sTG gas as

ΨsTG ¼ Ψ0 −
1

g
Ψ1; ð5Þ

FIG. 1. Illustration for the modified stability of the sTG gas by
dipolar interaction Vdd. Red dashed line marks the energy level of
the sTG gas, which can become unstable due to the hybridization
with an excited bound state (EBS, dotted line) at their avoided
level crossing. In the presence of a weak Vdd, the sTG gas is
hardly affected in energy while the EBS spectrum can be shifted
visibly due to its localized wave function and large response to
Vddð∼1=r3Þ. For a repulsive Vddð> 0Þ, the EBS energy is up-
shifted and the avoided crossing moves to 1=g → 0− with a
narrower width, giving rise to a more stable sTG gas with weaker
hybridization with EBS. In comparison, an attractive Vddð<0Þ
leads to a down-shifted EBS level and thus the avoided crossing
moves to 1=g → −∞ with a broader width (stronger hybridiza-
tion), giving a less stable sTG gas.
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EsTG ¼ E0 −
3J
2g

; ð6Þ

where Ψ0 is the fermionalized wave function in the hard-
core limit with total energy E0, and Ψ1 is from the first
order correction when a ↑-↓ pair comes close together [21].
For later comparisons, we have transformed Eqs. (5)
and (6) into the c.m. frame [21]. Figure 2(b) shows that
Eqs. (3) and (5) can indeed well approximate the two
branches far from their level crossings.
Importantly, Eqs. (3) and (5) suggest qualitatively differ-

ent real-space distributions between sTG and atom-dimer
states. To be concrete, all atom-dimer states have a
dominant weight when one ↑-↓ pair comes close to each
other, i.e., r → 0 or rþ ¼ ðrþ

ffiffiffi
3

p
ρÞ=2 → 0, given that

they contain very localized dimer components. In contrast,
the sTG state is dominated by the Ψ0 part which is much
more extended in real space, while it only has a little
weight along the dimer lines (∼Ψ1=g). Such difference is

numerically confirmed in Figs. 2(c1) and 2(c3), where we
have plotted real-space Ψ for different branches and the
results are consistent with theoretical predictions from
Eqs. (3) and (5) shown in Figs. 2(d1) and 2(d3).
The above wave-function analyses are crucial for under-

standing the loss mechanism of the sTG gas. As shown in
Fig. 2(b), at certain gc when the sTG state and one atom-
dimer branch have perfect energy match, they can hybridize
strongly and open an energy gap. Accordingly, an avoided
level crossing is generated near gc, and the resulted
eigenstate inherits all the key features from both branches
[Fig. 2(c2)]. Therefore, when driving the sTG gas to ∼gc, it
tends to develop a visible atom-dimer feature and accu-
mulate great possibilities when ↑-↓ come close together.
This leads to the instability of the sTG gas, since it can
easily undergo an inelastic decay to deep molecules and
cause atom loss. Similar inelastic loss due to couplings to
excited molecular states was also found previously for two
atoms in anharmonic potentials [24–26].

FIG. 2. Hybridization between the sTG branch and excited bound states for three harmonically trapped fermions (↑↑↓) without
dipolar interaction. (a) Spectrum in the center-of-mass frame, with the lowest repulsive branch highlighted in red (the part at 1=g < 0 is
the sTG gas). Indices “n ¼ 1; 2; 3…” mark the locations of the avoided level crossing between sTG and various excited atom-dimer
states from weak to strong couplings. (b) Magnified spectrum near the second avoided crossing (n ¼ 2). The RGB color map is provided
according to the wave function overlap with sTG [Eq. (5), red] and atom-dimer [Eq. (3), blue] states. (c1)–(c3) Contour plots of
normalized Ψðr; ρÞ for three typical coupling strengths as marked in (b). For comparison, (d1),(d3) show theoretical predictions to (c1),
(c3) based on Eqs. (3) and (5). (e1),(e2) show the location 1=gc and energy gap EG for each avoided level crossing. For comparison, the
theoretical prediction to 1=gc by comparing (4) and (6) is shown in (e1), and the wave function overlap between (3) and (5) is shown in
(e2). In all plots we take ω and l as the units of energy (E) and length (r, ρ). The units of g and Ψ are, respectively, ωl and l−1.
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here xi is the 1D coordinate; ω is the harmonic trap
frequency, and the trap length is defined as l ¼ 1=

ffiffiffiffiffiffi
μω

p

(μ ¼ m=2 is the reduced mass); g ¼ −1=ðμaÞ is the contact
coupling with 1D scattering length a; for the dipolar
interaction VddðrÞ, since its short-range part is greatly
modified by higher transverse modes in realistic quasi-1D
geometry [18–20]. Here we take a short-range cutoff
rcð¼ 0.15lÞ and simplify it as D=jrj3 for r > rc and 0
otherwise.
The three-body problem of identical bosons or spin-1=2

fermions can be exactly solved based on (1). To facilitate
later discussions, we shall mainly focus on the fermion
case (↓↑↑) where analytical results are available. Consider
a spin-↓ atom at x1 and two ↑ atoms at x2, x3; we
define r ¼ x2 − x1 and ρ ¼ ð2=

ffiffiffi
3

p
Þðx3 − ðx1 þ x2Þ=2Þ to

describe the relative motions, respectively, within a ↓-↑
dimer and between the dimer and the rest fermion. Another

set of relative coordinates frþ; ρþg can be accordingly
defined by exchanging x2 ↔ x3. We then expand the
three-body ansatz in the center-of-mass (c.m.) frame as
Ψðr; ρÞ ¼

P
mn cmnϕmðrÞϕnðρÞ, where ϕm and ϕn are

single particle eigenstates along r and ρ with eigenenergies
ϵk ¼ ðkþ 1=2Þω (k ¼ m, n). Utilizing the Schrödinger
equation HΨðr; ρÞ ¼ EΨðr; ρÞ and ensuring the fermion
antisymmetryΨðr; ρÞ ¼ −Ψðrþ; ρþÞ, we obtain the follow-
ing equation for fcmng [21]:

ðE− ϵm − ϵnÞcmn ¼ g
X

ij

cijϕið0Þ
#
ϕmð0Þδj;n −Amn;j

$

þD
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with Amn;j¼
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dρϕmð
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½ϕiðrÞϕjðρÞ − ϕiðrþÞϕjðρþÞ&=ð2jr−j3Þ (here r'¼'r=2 þffiffiffi
3

p
ρ=2, ρ' ¼ '

ffiffiffi
3

p
r=2 − ρ=2). Both E and fcmng can

be solved from the matrix equation (2). Similarly, the
exact solutions of three identical bosons can also be
obtained [21].
The trapped three-body system comprises the minimal

yet fundamental model to describe the instability of the
sTG gas. To see this, let us start from three fermions
without dipolar interaction (D ¼ 0). Their spectrum has
been studied previously [7,8,10,22,23], and here we shall
focus on the avoided level crossing of the sTG branch
with a sequence of excited bound states, as labeled by
n ¼ 1; 2; 3… in Fig. 2(a) from weak to strong coupling
regime. Near 1=g → 0−, these bound states are essentially
composed of a tight ↑↓ dimer plus a free ↑ atom at excited
levels, as described by the atom-dimer wave function,

ψ ðmÞ
ad ¼ ΦdðrÞϕmðρÞ − ðx2 ↔ x3Þ; ð3Þ

with energy

EðmÞ
ad ¼ Ed þ ϵm: ð4Þ

HereΦd is the dimer wave function with energy Ed, and ϕm
is the free fermion state with energy ϵm. On the other hand,
for the repulsive sTG branch near resonance, one can treat
1=g as a small parameter and construct an effective spin-
chain model H ¼ 1=g

P
i Jiðsisiþ1 − 1=4Þ [11–15]. Here

for three atoms the spin-exchange amplitude Ji ≡ J is site
independent. This gives the wave function and energy of
the sTG gas as

ΨsTG ¼ Ψ0 −
1

g
Ψ1; ð5Þ

FIG. 1. Illustration for the modified stability of the sTG gas by
dipolar interaction Vdd. Red dashed line marks the energy level of
the sTG gas, which can become unstable due to the hybridization
with an excited bound state (EBS, dotted line) at their avoided
level crossing. In the presence of a weak Vdd, the sTG gas is
hardly affected in energy while the EBS spectrum can be shifted
visibly due to its localized wave function and large response to
Vddð∼1=r3Þ. For a repulsive Vddð> 0Þ, the EBS energy is up-
shifted and the avoided crossing moves to 1=g → 0− with a
narrower width, giving rise to a more stable sTG gas with weaker
hybridization with EBS. In comparison, an attractive Vddð<0Þ
leads to a down-shifted EBS level and thus the avoided crossing
moves to 1=g → −∞ with a broader width (stronger hybridiza-
tion), giving a less stable sTG gas.
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here xi is the 1D coordinate; ω is the harmonic trap
frequency, and the trap length is defined as l ¼ 1=
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(μ ¼ m=2 is the reduced mass); g ¼ −1=ðμaÞ is the contact
coupling with 1D scattering length a; for the dipolar
interaction VddðrÞ, since its short-range part is greatly
modified by higher transverse modes in realistic quasi-1D
geometry [18–20]. Here we take a short-range cutoff
rcð¼ 0.15lÞ and simplify it as D=jrj3 for r > rc and 0
otherwise.
The three-body problem of identical bosons or spin-1=2

fermions can be exactly solved based on (1). To facilitate
later discussions, we shall mainly focus on the fermion
case (↓↑↑) where analytical results are available. Consider
a spin-↓ atom at x1 and two ↑ atoms at x2, x3; we
define r ¼ x2 − x1 and ρ ¼ ð2=
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describe the relative motions, respectively, within a ↓-↑
dimer and between the dimer and the rest fermion. Another

set of relative coordinates frþ; ρþg can be accordingly
defined by exchanging x2 ↔ x3. We then expand the
three-body ansatz in the center-of-mass (c.m.) frame as
Ψðr; ρÞ ¼
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mn cmnϕmðrÞϕnðρÞ, where ϕm and ϕn are

single particle eigenstates along r and ρ with eigenenergies
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equation HΨðr; ρÞ ¼ EΨðr; ρÞ and ensuring the fermion
antisymmetryΨðr; ρÞ ¼ −Ψðrþ; ρþÞ, we obtain the follow-
ing equation for fcmng [21]:
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be solved from the matrix equation (2). Similarly, the
exact solutions of three identical bosons can also be
obtained [21].
The trapped three-body system comprises the minimal

yet fundamental model to describe the instability of the
sTG gas. To see this, let us start from three fermions
without dipolar interaction (D ¼ 0). Their spectrum has
been studied previously [7,8,10,22,23], and here we shall
focus on the avoided level crossing of the sTG branch
with a sequence of excited bound states, as labeled by
n ¼ 1; 2; 3… in Fig. 2(a) from weak to strong coupling
regime. Near 1=g → 0−, these bound states are essentially
composed of a tight ↑↓ dimer plus a free ↑ atom at excited
levels, as described by the atom-dimer wave function,

ψ ðmÞ
ad ¼ ΦdðrÞϕmðρÞ − ðx2 ↔ x3Þ; ð3Þ

with energy

EðmÞ
ad ¼ Ed þ ϵm: ð4Þ

HereΦd is the dimer wave function with energy Ed, and ϕm
is the free fermion state with energy ϵm. On the other hand,
for the repulsive sTG branch near resonance, one can treat
1=g as a small parameter and construct an effective spin-
chain model H ¼ 1=g

P
i Jiðsisiþ1 − 1=4Þ [11–15]. Here

for three atoms the spin-exchange amplitude Ji ≡ J is site
independent. This gives the wave function and energy of
the sTG gas as

ΨsTG ¼ Ψ0 −
1

g
Ψ1; ð5Þ

FIG. 1. Illustration for the modified stability of the sTG gas by
dipolar interaction Vdd. Red dashed line marks the energy level of
the sTG gas, which can become unstable due to the hybridization
with an excited bound state (EBS, dotted line) at their avoided
level crossing. In the presence of a weak Vdd, the sTG gas is
hardly affected in energy while the EBS spectrum can be shifted
visibly due to its localized wave function and large response to
Vddð∼1=r3Þ. For a repulsive Vddð> 0Þ, the EBS energy is up-
shifted and the avoided crossing moves to 1=g → 0− with a
narrower width, giving rise to a more stable sTG gas with weaker
hybridization with EBS. In comparison, an attractive Vddð<0Þ
leads to a down-shifted EBS level and thus the avoided crossing
moves to 1=g → −∞ with a broader width (stronger hybridiza-
tion), giving a less stable sTG gas.

PHYSICAL REVIEW LETTERS 131, 203002 (2023)

203002-2

LIJUN YANG AND XIAOLING CUI PHYSICAL REVIEW A 93, 013617 (2016)

The integral in this equation can be obtained by considering
the Schrödinger equation



−
∑

k "=i,j

1
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∂x2
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+ g
∑
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− 1
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∂2
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ij

− 1
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∂2

∂x2
ij

+ gδ(xij )



#({xi}; {µi}) = 0,

(16)

where xij = xi − xj and Xij = (xi + xj )/2 represent, respec-
tively, the relative and center-of-mass motions of i and j . The
boundary condition around xij = 0 gives

1
m

(
∂#

∂xij

∣∣∣∣
xij =0+

− ∂#

∂xij

∣∣∣∣
xij =0−

)
= g#|xij =0. (17)

So we get κ in Eq. (15) as

κ = N (N − 1)
2
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)2 ∫
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∂xij
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2

. (18)

Given the property of φF in Eq. (8), κ can be further reduced
to

κ = N (N − 1)
2

(
1
m

)2 ∫
dx
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∂xij
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2

.

(19)

Note that the right-hand side this equation is an (N − 1)-fold
integration due to the constraint xij = 0.

With the inclusion of ∂φF

∂xij
, it is easy to check that only

when the two coordinates xi and xj stay in the neighboring
order in the wave function can they contribute to κ . Assume
xi and xj stay in the lth and (l + 1)st order in #; we denote
their contribution to κ by κl . For two particles there are four
spin-ordered states

|{↑↑}〉, |{↑↓}〉, |{↓↑}〉, |{↓↓}〉, (20)

which can form one singlet and three triplets

|00〉l,l+1 = |{↑↓}〉 − |{↓↑}〉√
2

,

|11〉l,l+1 = |{↑↑}〉,

|10〉l,l+1 = |{↑↓}〉 + |{↓↑}〉√
2

,

|1, − 1〉l,l+1 = |{↓↓}〉.

According to the definition of spin-ordered states in Eq. (4),
the above states can be simplified as

|00〉l,l+1 →
|↑i↓j 〉 − |↓i↑j 〉√

2
[θ (xi,xj ) − θ (xj ,xi)],

|11〉l,l+1 → |↑i↑j 〉,

|10〉l,l+1 →
|↑i↓j 〉 + |↓i↑j 〉√

2
,

|1, − 1〉l,l+1 → |↓i↓j 〉.
It is then easy to see that only the singlet state |00〉 can
contribute to κl in Eq. (19). Physically, this is due to the Fermi
statistics and the asymmetric feature of the fermionic wave
function (12).

As the spin-ordered states in the wave function (12) can be
classified according to the total spin and total magnetization
of the lth- and (l + 1)st-order particles, we can write

∑

k

ak|%ξk〉 →
∑

n

aSM
n |SM〉l,l+1|%ξ ′

n〉, (21)

where |SM〉 can be |00〉, |11〉, |10〉, or |1, − 1〉 and %ξ ′ denotes
the spin-ordered states for the other order numbers except l
and l + 1. Based on (21), we can obtain κl as
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θ (· · · < xi = xj < · · · )

×
∑

n

∣∣2a00
n

∣∣2
, (22)

where xi is at the lth order in the θ function (i.e., there are l − 1
particles with coordinates smaller than xi). The contribution
of these two order numbers (l and l + 1) to the energy (13) is
(up to a constant E0)

El = −κl

g
. (23)

Now we construct an effective spin-chain model by replac-
ing the spin-order index with the lattice site index in Eq. (21).
In order to obtain the same energy functional as (23), we must
consider the effective Hamiltonian

Hl = −Jl

g
P00(l,l + 1), (24)

where P00(l,l + 1) is the projection operator for neighboring
sites (l and l + 1) forming a singlet and Jl follows

Jl = 2N !
(

1
m

)2 ∫
dx

∣∣∣∣
∂φF

∂xij
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xij =0
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2

θ (· · · < xi = xj < · · · ).

(25)

By expanding P00(l,l + 1) in terms of the Pauli matrix and
also noting that the total Hamiltonian is the summation of all
neighboring-pair contributions Heff =

∑
l Hl , finally we arrive

at the effective spin-chain model for spin- 1
2 fermions:

Heff =
∑

l

Jl

g

(
sl · sl+1 − 1

4

)
. (26)

The result of an antiferromagnetic correlation in the above
Hamiltonian is consistent with the Lieb-Mattis theorem, which
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where Ψ0 is the fermionalized wave function in the hard-
core limit with total energy E0, and Ψ1 is from the first
order correction when a ↑-↓ pair comes close together [21].
For later comparisons, we have transformed Eqs. (5)
and (6) into the c.m. frame [21]. Figure 2(b) shows that
Eqs. (3) and (5) can indeed well approximate the two
branches far from their level crossings.
Importantly, Eqs. (3) and (5) suggest qualitatively differ-

ent real-space distributions between sTG and atom-dimer
states. To be concrete, all atom-dimer states have a
dominant weight when one ↑-↓ pair comes close to each
other, i.e., r → 0 or rþ ¼ ðrþ

ffiffiffi
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p
ρÞ=2 → 0, given that

they contain very localized dimer components. In contrast,
the sTG state is dominated by the Ψ0 part which is much
more extended in real space, while it only has a little
weight along the dimer lines (∼Ψ1=g). Such difference is

numerically confirmed in Figs. 2(c1) and 2(c3), where we
have plotted real-space Ψ for different branches and the
results are consistent with theoretical predictions from
Eqs. (3) and (5) shown in Figs. 2(d1) and 2(d3).
The above wave-function analyses are crucial for under-

standing the loss mechanism of the sTG gas. As shown in
Fig. 2(b), at certain gc when the sTG state and one atom-
dimer branch have perfect energy match, they can hybridize
strongly and open an energy gap. Accordingly, an avoided
level crossing is generated near gc, and the resulted
eigenstate inherits all the key features from both branches
[Fig. 2(c2)]. Therefore, when driving the sTG gas to ∼gc, it
tends to develop a visible atom-dimer feature and accu-
mulate great possibilities when ↑-↓ come close together.
This leads to the instability of the sTG gas, since it can
easily undergo an inelastic decay to deep molecules and
cause atom loss. Similar inelastic loss due to couplings to
excited molecular states was also found previously for two
atoms in anharmonic potentials [24–26].

FIG. 2. Hybridization between the sTG branch and excited bound states for three harmonically trapped fermions (↑↑↓) without
dipolar interaction. (a) Spectrum in the center-of-mass frame, with the lowest repulsive branch highlighted in red (the part at 1=g < 0 is
the sTG gas). Indices “n ¼ 1; 2; 3…” mark the locations of the avoided level crossing between sTG and various excited atom-dimer
states from weak to strong couplings. (b) Magnified spectrum near the second avoided crossing (n ¼ 2). The RGB color map is provided
according to the wave function overlap with sTG [Eq. (5), red] and atom-dimer [Eq. (3), blue] states. (c1)–(c3) Contour plots of
normalized Ψðr; ρÞ for three typical coupling strengths as marked in (b). For comparison, (d1),(d3) show theoretical predictions to (c1),
(c3) based on Eqs. (3) and (5). (e1),(e2) show the location 1=gc and energy gap EG for each avoided level crossing. For comparison, the
theoretical prediction to 1=gc by comparing (4) and (6) is shown in (e1), and the wave function overlap between (3) and (5) is shown in
(e2). In all plots we take ω and l as the units of energy (E) and length (r, ρ). The units of g and Ψ are, respectively, ωl and l−1.
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level crossing is generated near gc, and the resulted
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[Fig. 2(c2)]. Therefore, when driving the sTG gas to ∼gc, it
tends to develop a visible atom-dimer feature and accu-
mulate great possibilities when ↑-↓ come close together.
This leads to the instability of the sTG gas, since it can
easily undergo an inelastic decay to deep molecules and
cause atom loss. Similar inelastic loss due to couplings to
excited molecular states was also found previously for two
atoms in anharmonic potentials [24–26].

FIG. 2. Hybridization between the sTG branch and excited bound states for three harmonically trapped fermions (↑↑↓) without
dipolar interaction. (a) Spectrum in the center-of-mass frame, with the lowest repulsive branch highlighted in red (the part at 1=g < 0 is
the sTG gas). Indices “n ¼ 1; 2; 3…” mark the locations of the avoided level crossing between sTG and various excited atom-dimer
states from weak to strong couplings. (b) Magnified spectrum near the second avoided crossing (n ¼ 2). The RGB color map is provided
according to the wave function overlap with sTG [Eq. (5), red] and atom-dimer [Eq. (3), blue] states. (c1)–(c3) Contour plots of
normalized Ψðr; ρÞ for three typical coupling strengths as marked in (b). For comparison, (d1),(d3) show theoretical predictions to (c1),
(c3) based on Eqs. (3) and (5). (e1),(e2) show the location 1=gc and energy gap EG for each avoided level crossing. For comparison, the
theoretical prediction to 1=gc by comparing (4) and (6) is shown in (e1), and the wave function overlap between (3) and (5) is shown in
(e2). In all plots we take ω and l as the units of energy (E) and length (r, ρ). The units of g and Ψ are, respectively, ωl and l−1.
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where Ψ0 is the fermionalized wave function in the hard-
core limit with total energy E0, and Ψ1 is from the first
order correction when a ↑-↓ pair comes close together [21].
For later comparisons, we have transformed Eqs. (5)
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Fig. 2(b), at certain gc when the sTG state and one atom-
dimer branch have perfect energy match, they can hybridize
strongly and open an energy gap. Accordingly, an avoided
level crossing is generated near gc, and the resulted
eigenstate inherits all the key features from both branches
[Fig. 2(c2)]. Therefore, when driving the sTG gas to ∼gc, it
tends to develop a visible atom-dimer feature and accu-
mulate great possibilities when ↑-↓ come close together.
This leads to the instability of the sTG gas, since it can
easily undergo an inelastic decay to deep molecules and
cause atom loss. Similar inelastic loss due to couplings to
excited molecular states was also found previously for two
atoms in anharmonic potentials [24–26].

FIG. 2. Hybridization between the sTG branch and excited bound states for three harmonically trapped fermions (↑↑↓) without
dipolar interaction. (a) Spectrum in the center-of-mass frame, with the lowest repulsive branch highlighted in red (the part at 1=g < 0 is
the sTG gas). Indices “n ¼ 1; 2; 3…” mark the locations of the avoided level crossing between sTG and various excited atom-dimer
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according to the wave function overlap with sTG [Eq. (5), red] and atom-dimer [Eq. (3), blue] states. (c1)–(c3) Contour plots of
normalized Ψðr; ρÞ for three typical coupling strengths as marked in (b). For comparison, (d1),(d3) show theoretical predictions to (c1),
(c3) based on Eqs. (3) and (5). (e1),(e2) show the location 1=gc and energy gap EG for each avoided level crossing. For comparison, the
theoretical prediction to 1=gc by comparing (4) and (6) is shown in (e1), and the wave function overlap between (3) and (5) is shown in
(e2). In all plots we take ω and l as the units of energy (E) and length (r, ρ). The units of g and Ψ are, respectively, ωl and l−1.
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according to the wave function overlap with sTG [Eq. (5), red] and atom-dimer [Eq. (3), blue] states. (c1)–(c3) Contour plots of
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dipolar interaction. (a) Spectrum in the center-of-mass frame, with the lowest repulsive branch highlighted in red (the part at 1=g < 0 is
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FIG. 2. Hybridization between the sTG branch and excited bound states for three harmonically trapped fermions (↑↑↓) without
dipolar interaction. (a) Spectrum in the center-of-mass frame, with the lowest repulsive branch highlighted in red (the part at 1=g < 0 is
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Effect of dipolar interaction (Vdd≠ 0) :

Practically, the loss possibility of the sTG gas depends
on how strongly it couples to the excited bound states,
which can be evaluated by the energy gap EG at each
avoided crossing. Numerically, EG can be extracted as the
minimal energy difference at each avoided crossing, and
accordingly the location gc can also be identified, as shown
in Figs. 2(e1) and 2(e2). We can see that as the crossing
point moves away from resonance (smaller “n”), EG
becomes larger, consistent with a larger wave function
overlap between ψ sTG and ψ ðnÞ

ad [see comparison in
Fig. 2(e2)]. This indicates a less stable sTG gas, since it
has a stronger hybridization with excited bound states in a
broader interaction window and thus can easily transit to
decay channels. Such picture is supported by experimental
observations that the sTG gas eventually collapses
at intermediate gð< 0Þ when moving away from resonance
[3,16].
Given the loss mechanism of the sTG gas as above, now

we are ready to study the effect of dipolar interaction Vdd.
In accordance with Ref. [16], we focus on a weak Vdd with
jDj ≪ ωl3; gl2. We will show below that even a weak Vdd
can dramatically change the stability of the sTG gas, and
the key lies in the distinct spectral responses between
different branches when Vdd is turned on.
Taking a typical g away from any gc, in Fig. 3(a) we plot

the energy shifts ΔE for the sTG gas and its nearest atom-
dimer branch as varying jDj. Clearly, the atom-dimer
energy changes rapidly as jDj increases, while the sTG
energy changes much more slowly. This can be attributed to
very different real-space distributions of the two states.
Namely, the atom-dimer is more localized along r, rþ → 0
and therefore it produces a significant spectral response to
Vdd ∼ ð1=jrj3 þ 1=jrþj3 þ $ $ $Þ; on the contrary, the sTG
gas is more extended and has little weight near r, rþ → 0,
leading to a negligible energy shift. At smallD, ΔE of each
branch can be well approximated by mean-field shift hVddi,
as shown by dotted lines in Fig. 3(a). This allows us to
analytically determine the shift of the crossing point,
Δð1=gcÞ, by equating (4) and (6) after adding up hVddi
for each branch:

Δð1=gcÞ ¼
hVddiad − hVddisTG
∂Ed=∂ð1=gÞ − 3J=2

: ð7Þ

Equation (7) tells us that the distinct spectral responses,
hVddisTG ≠ hVddiad, directly lead to a finite shift Δð1=gcÞ
of interbranch crossing. Moreover, the sign of Δð1=gcÞ
exactly followsD: a positiveDwill drive the crossing point
towards resonance [Δð1=gcÞ > 0], while a negative D
drives it oppositely [Δð1=gcÞ < 0]. All of these features
are verified numerically in Fig. 3(b), where Eq. (7) provides
a reasonably good fit to the shift Δð1=gcÞ at small jDj.
In addition, we observe that Δð1=gcÞ becomes less pro-
nounced for crossings near resonance. This can be

attributed to the large denominator of Eq. (7) produced
by ∂Ed=∂ð1=gÞ ∝ g3 for deep dimers. Therefore, Vdd can
only visibly affect the level crossings with small n but not
those with large n near resonance.
Given the intimate relation between 1=gc and EG [see

Figs. 2(e1) and 2(e2)], the shift of 1=gc by Vdd inevitably
leads to the change of EG, as plotted in Fig. 3(c). For a
repulsive VddðD > 0Þ, all 1=gc shift toward resonance with
decreasing EG, indicating a more stable sTG gas; while for
an attractive VddðD < 0Þ, 1=gc shifts away from resonance
with increasing EG, indicating a less stable sTG gas. Again,
EG changes most visibly for the outmost crossing
(“n ¼ 1”). Remarkably, all EG become vanishingly small
at a weak D=ðωl3Þ ∼ 0.008, suggesting an extremely sTG
gas in the whole g < 0 regime. We note that if we take the
same D as used in experiment [16], as marked by the
vertical dotted line in Fig. 3(c), the outmost EG (“n ¼ 1”) is
greatly reduced compared to D ¼ 0 case, and all other EG
decrease to < 10−4ω. Besides D, we have also checked the
effect of the dipolar cutoff rc. It is found that a smaller rc
one can generate more energies for the localized atom-
dimer branch [21] and thus the change of 1=gc and EG will
be more dramatic at the same D.
In the above we have shown how a weak repulsive or

attractive Vdd can greatly affect the stability of fermionic

FIG. 3. Response of three fermions to a weak dipolar inter-
action with strength D. (a) Energy shifts of sTG and excited
atom-dimer branches as functions of jDj at given ωl=g ¼ −0.27.
Dotted lines show mean-field shifts hVddi. (b) Locations of three
avoided crossings [as marked by “n ¼ 1, 2, 3” in Fig. 2(a)] as
functions of jDj. Dotted lines show linear fits according to
Eq. (7). (c) Associated energy gap EG of each avoided crossing as
a function of jDj. Dotted vertical line marks the strength of
repulsive D used in experiment [16]. Here the energy ΔE,
coupling g, and dipolar force D are, respectively, in units of
ω, ωl, and ωl3.
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where Ψ0 is the fermionalized wave function in the hard-
core limit with total energy E0, and Ψ1 is from the first
order correction when a ↑-↓ pair comes close together [21].
For later comparisons, we have transformed Eqs. (5)
and (6) into the c.m. frame [21]. Figure 2(b) shows that
Eqs. (3) and (5) can indeed well approximate the two
branches far from their level crossings.
Importantly, Eqs. (3) and (5) suggest qualitatively differ-

ent real-space distributions between sTG and atom-dimer
states. To be concrete, all atom-dimer states have a
dominant weight when one ↑-↓ pair comes close to each
other, i.e., r → 0 or rþ ¼ ðrþ

ffiffiffi
3

p
ρÞ=2 → 0, given that

they contain very localized dimer components. In contrast,
the sTG state is dominated by the Ψ0 part which is much
more extended in real space, while it only has a little
weight along the dimer lines (∼Ψ1=g). Such difference is

numerically confirmed in Figs. 2(c1) and 2(c3), where we
have plotted real-space Ψ for different branches and the
results are consistent with theoretical predictions from
Eqs. (3) and (5) shown in Figs. 2(d1) and 2(d3).
The above wave-function analyses are crucial for under-

standing the loss mechanism of the sTG gas. As shown in
Fig. 2(b), at certain gc when the sTG state and one atom-
dimer branch have perfect energy match, they can hybridize
strongly and open an energy gap. Accordingly, an avoided
level crossing is generated near gc, and the resulted
eigenstate inherits all the key features from both branches
[Fig. 2(c2)]. Therefore, when driving the sTG gas to ∼gc, it
tends to develop a visible atom-dimer feature and accu-
mulate great possibilities when ↑-↓ come close together.
This leads to the instability of the sTG gas, since it can
easily undergo an inelastic decay to deep molecules and
cause atom loss. Similar inelastic loss due to couplings to
excited molecular states was also found previously for two
atoms in anharmonic potentials [24–26].

FIG. 2. Hybridization between the sTG branch and excited bound states for three harmonically trapped fermions (↑↑↓) without
dipolar interaction. (a) Spectrum in the center-of-mass frame, with the lowest repulsive branch highlighted in red (the part at 1=g < 0 is
the sTG gas). Indices “n ¼ 1; 2; 3…” mark the locations of the avoided level crossing between sTG and various excited atom-dimer
states from weak to strong couplings. (b) Magnified spectrum near the second avoided crossing (n ¼ 2). The RGB color map is provided
according to the wave function overlap with sTG [Eq. (5), red] and atom-dimer [Eq. (3), blue] states. (c1)–(c3) Contour plots of
normalized Ψðr; ρÞ for three typical coupling strengths as marked in (b). For comparison, (d1),(d3) show theoretical predictions to (c1),
(c3) based on Eqs. (3) and (5). (e1),(e2) show the location 1=gc and energy gap EG for each avoided level crossing. For comparison, the
theoretical prediction to 1=gc by comparing (4) and (6) is shown in (e1), and the wave function overlap between (3) and (5) is shown in
(e2). In all plots we take ω and l as the units of energy (E) and length (r, ρ). The units of g and Ψ are, respectively, ωl and l−1.
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EsTG ¼ E0 −
3J
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; ð6Þ
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results are consistent with theoretical predictions from
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standing the loss mechanism of the sTG gas. As shown in
Fig. 2(b), at certain gc when the sTG state and one atom-
dimer branch have perfect energy match, they can hybridize
strongly and open an energy gap. Accordingly, an avoided
level crossing is generated near gc, and the resulted
eigenstate inherits all the key features from both branches
[Fig. 2(c2)]. Therefore, when driving the sTG gas to ∼gc, it
tends to develop a visible atom-dimer feature and accu-
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This leads to the instability of the sTG gas, since it can
easily undergo an inelastic decay to deep molecules and
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FIG. 2. Hybridization between the sTG branch and excited bound states for three harmonically trapped fermions (↑↑↓) without
dipolar interaction. (a) Spectrum in the center-of-mass frame, with the lowest repulsive branch highlighted in red (the part at 1=g < 0 is
the sTG gas). Indices “n ¼ 1; 2; 3…” mark the locations of the avoided level crossing between sTG and various excited atom-dimer
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according to the wave function overlap with sTG [Eq. (5), red] and atom-dimer [Eq. (3), blue] states. (c1)–(c3) Contour plots of
normalized Ψðr; ρÞ for three typical coupling strengths as marked in (b). For comparison, (d1),(d3) show theoretical predictions to (c1),
(c3) based on Eqs. (3) and (5). (e1),(e2) show the location 1=gc and energy gap EG for each avoided level crossing. For comparison, the
theoretical prediction to 1=gc by comparing (4) and (6) is shown in (e1), and the wave function overlap between (3) and (5) is shown in
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Extended sTG
Practically, the loss possibility of the sTG gas depends

on how strongly it couples to the excited bound states,
which can be evaluated by the energy gap EG at each
avoided crossing. Numerically, EG can be extracted as the
minimal energy difference at each avoided crossing, and
accordingly the location gc can also be identified, as shown
in Figs. 2(e1) and 2(e2). We can see that as the crossing
point moves away from resonance (smaller “n”), EG
becomes larger, consistent with a larger wave function
overlap between ψ sTG and ψ ðnÞ

ad [see comparison in
Fig. 2(e2)]. This indicates a less stable sTG gas, since it
has a stronger hybridization with excited bound states in a
broader interaction window and thus can easily transit to
decay channels. Such picture is supported by experimental
observations that the sTG gas eventually collapses
at intermediate gð< 0Þ when moving away from resonance
[3,16].
Given the loss mechanism of the sTG gas as above, now

we are ready to study the effect of dipolar interaction Vdd.
In accordance with Ref. [16], we focus on a weak Vdd with
jDj ≪ ωl3; gl2. We will show below that even a weak Vdd
can dramatically change the stability of the sTG gas, and
the key lies in the distinct spectral responses between
different branches when Vdd is turned on.
Taking a typical g away from any gc, in Fig. 3(a) we plot

the energy shifts ΔE for the sTG gas and its nearest atom-
dimer branch as varying jDj. Clearly, the atom-dimer
energy changes rapidly as jDj increases, while the sTG
energy changes much more slowly. This can be attributed to
very different real-space distributions of the two states.
Namely, the atom-dimer is more localized along r, rþ → 0
and therefore it produces a significant spectral response to
Vdd ∼ ð1=jrj3 þ 1=jrþj3 þ $ $ $Þ; on the contrary, the sTG
gas is more extended and has little weight near r, rþ → 0,
leading to a negligible energy shift. At smallD, ΔE of each
branch can be well approximated by mean-field shift hVddi,
as shown by dotted lines in Fig. 3(a). This allows us to
analytically determine the shift of the crossing point,
Δð1=gcÞ, by equating (4) and (6) after adding up hVddi
for each branch:

Δð1=gcÞ ¼
hVddiad − hVddisTG
∂Ed=∂ð1=gÞ − 3J=2

: ð7Þ

Equation (7) tells us that the distinct spectral responses,
hVddisTG ≠ hVddiad, directly lead to a finite shift Δð1=gcÞ
of interbranch crossing. Moreover, the sign of Δð1=gcÞ
exactly followsD: a positiveDwill drive the crossing point
towards resonance [Δð1=gcÞ > 0], while a negative D
drives it oppositely [Δð1=gcÞ < 0]. All of these features
are verified numerically in Fig. 3(b), where Eq. (7) provides
a reasonably good fit to the shift Δð1=gcÞ at small jDj.
In addition, we observe that Δð1=gcÞ becomes less pro-
nounced for crossings near resonance. This can be

attributed to the large denominator of Eq. (7) produced
by ∂Ed=∂ð1=gÞ ∝ g3 for deep dimers. Therefore, Vdd can
only visibly affect the level crossings with small n but not
those with large n near resonance.
Given the intimate relation between 1=gc and EG [see

Figs. 2(e1) and 2(e2)], the shift of 1=gc by Vdd inevitably
leads to the change of EG, as plotted in Fig. 3(c). For a
repulsive VddðD > 0Þ, all 1=gc shift toward resonance with
decreasing EG, indicating a more stable sTG gas; while for
an attractive VddðD < 0Þ, 1=gc shifts away from resonance
with increasing EG, indicating a less stable sTG gas. Again,
EG changes most visibly for the outmost crossing
(“n ¼ 1”). Remarkably, all EG become vanishingly small
at a weak D=ðωl3Þ ∼ 0.008, suggesting an extremely sTG
gas in the whole g < 0 regime. We note that if we take the
same D as used in experiment [16], as marked by the
vertical dotted line in Fig. 3(c), the outmost EG (“n ¼ 1”) is
greatly reduced compared to D ¼ 0 case, and all other EG
decrease to < 10−4ω. Besides D, we have also checked the
effect of the dipolar cutoff rc. It is found that a smaller rc
one can generate more energies for the localized atom-
dimer branch [21] and thus the change of 1=gc and EG will
be more dramatic at the same D.
In the above we have shown how a weak repulsive or

attractive Vdd can greatly affect the stability of fermionic

FIG. 3. Response of three fermions to a weak dipolar inter-
action with strength D. (a) Energy shifts of sTG and excited
atom-dimer branches as functions of jDj at given ωl=g ¼ −0.27.
Dotted lines show mean-field shifts hVddi. (b) Locations of three
avoided crossings [as marked by “n ¼ 1, 2, 3” in Fig. 2(a)] as
functions of jDj. Dotted lines show linear fits according to
Eq. (7). (c) Associated energy gap EG of each avoided crossing as
a function of jDj. Dotted vertical line marks the strength of
repulsive D used in experiment [16]. Here the energy ΔE,
coupling g, and dipolar force D are, respectively, in units of
ω, ωl, and ωl3.
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are verified numerically in Fig. 3(b), where Eq. (7) provides
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In addition, we observe that Δð1=gcÞ becomes less pro-
nounced for crossings near resonance. This can be

attributed to the large denominator of Eq. (7) produced
by ∂Ed=∂ð1=gÞ ∝ g3 for deep dimers. Therefore, Vdd can
only visibly affect the level crossings with small n but not
those with large n near resonance.
Given the intimate relation between 1=gc and EG [see

Figs. 2(e1) and 2(e2)], the shift of 1=gc by Vdd inevitably
leads to the change of EG, as plotted in Fig. 3(c). For a
repulsive VddðD > 0Þ, all 1=gc shift toward resonance with
decreasing EG, indicating a more stable sTG gas; while for
an attractive VddðD < 0Þ, 1=gc shifts away from resonance
with increasing EG, indicating a less stable sTG gas. Again,
EG changes most visibly for the outmost crossing
(“n ¼ 1”). Remarkably, all EG become vanishingly small
at a weak D=ðωl3Þ ∼ 0.008, suggesting an extremely sTG
gas in the whole g < 0 regime. We note that if we take the
same D as used in experiment [16], as marked by the
vertical dotted line in Fig. 3(c), the outmost EG (“n ¼ 1”) is
greatly reduced compared to D ¼ 0 case, and all other EG
decrease to < 10−4ω. Besides D, we have also checked the
effect of the dipolar cutoff rc. It is found that a smaller rc
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dimer branch [21] and thus the change of 1=gc and EG will
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action with strength D. (a) Energy shifts of sTG and excited
atom-dimer branches as functions of jDj at given ωl=g ¼ −0.27.
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Fractional statistics

such a way that a state with such ‘‘excitations’’ becomes lower in energy than a state with-
out them. That happens when electrostatic considerations force the density to deviate from
a ‘‘magic’’ m ¼ 1=m filling fraction. For example, imagine that rather than turning a flux
quantum at the center of the annulus we would turn on a potential that would repel elec-
trons away. If the potential is very small, it would have no effect, since the quantum Hall
fluid is incompressible, due to its energy gap. But if the potential is strong enough it would
lead to a ground state that includes one or more quasi-holes. Fractional charges of quasi-
holes and quasi-particles have been observed in various types of measurements, such as
resonant tunnelling through antidots [23], shot noise [24,25] and local compressibility [26].

The argument we presented so far for the existence of fractionally charged quasi-parti-
cles and quasi-holes has been very general, being based on the existence of the fractional
quantum Hall effect as a gapped ground state, and on general principles such as the adi-
abatic theorem and the Aharonov–Bohm effect. Historically, these quasi-particles were
first understood through the use of trial wave functions. As Laughlin discovered [19], if
the ground state for a m ¼ 1=3 fractional quantum Hall state is assumed to be made solely
of lowest Landau level wave functions, the following is a very good variational wave func-
tion for it (using complex coordinates zi ¼ xi þ iyi for the two Cartesian coordinates of the
ith particle):

wg:s:ðfzig; f!zigÞ ¼
Y

i<j

ðzi % zjÞ3
Y

i

exp%jzij2=4l2
h ð9Þ

The virtues of this wave function will be explained later on (see Section 13). At the
moment we just say that it minimizes the kinetic energy by placing all the electrons in
the lowest Landau level, and minimizes the potential energy by efficiently keeping elec-
trons away from one another. To generate a quasi-hole at the origin, Laughlin proposed
the wave function

Y

i

ziwg:s: ¼
Y

i

jzij

 !

e
i
P

i

/i

wg:s: ð10Þ

Indeed, the operator
Q

izi does exactly what we expect the adiabatic introduction of a
flux tube to do: the phase exp i

P
i/i gives each electron an angular momentum !h, while the

product
Q

ijzij moves each electron radially outwards, thus generating the radial current
and the lump of charge at the interior. Over all, the operator does not introduce transitions
between different Landau levels, and thus keep the wave function purely within the lowest
Landau level.

The angular momentum carried by the quasi-hole (10) is there not only for the Laughlin
wave function of the quasi-hole. In fact, it is introduced also in the thought experiment
that we described: as the flux is turned on, a radial current flows, with no introduction
of angular momentum. However, when the wavefunction for U ¼ U0 is multiplied by
exp i

P
i/i in order to get the wave function for the quasi-hole at U ¼ 0, an angular

momentum of !h is given to every electron. The quasi-hole then carries a quantum of
vorticity.

To summarize, the process we just described generates an eigenstate that carries a frac-
tional charge em and a single quantum of vorticity, both localized at the interior edge of the
annulus. By shrinking the size of the hole we can localize this charge to a size of the mag-
netic length (below that size the relation (4) does not hold). The state being an eigenstate
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mensions cannot be deformed to a point without cutting
through the other particle. Consequently, the notion of a
winding of one particle around another in two dimen-
sions is well defined. Thus, when two particles are inter-
changed twice in a clockwise manner, their trajectory
involves a nontrivial winding, and the system does not
necessarily come back to the same state. This topologi-
cal difference between two and three dimensions, first
realized by Leinaas and Myrheim !1977" and Wilczek
!1982a", leads to a difference in the possible quantum
mechanical properties for quantum systems when par-
ticles are confined to !2+1"D !see also Goldin et al.,
1981 and Wu, 1984". #As an aside, we mention that in
!1+1"D quantum statistics is not well defined since par-
ticle interchange is impossible without one particle going
through another, and bosons with hard-core repulsion
are equivalent to fermions.$

Suppose that we have two identical particles in two
dimensions. Then, when one particle is exchanged in a
counterclockwise manner with the other, the wave func-
tion can change by an arbitrary phase,

!!r1,r2" → ei"!!r1,r2" . !1"

The phase need not be merely a # sign because a second
counterclockwise exchange need not lead back to the
initial state but can result in a nontrivial phase:

!!r1,r2" → e2i"!!r1,r2" . !2"

The special cases "=0,$ correspond to bosons and fer-
mions, respectively. Particles with other values of the
statistical angle " are called anyons !Wilczek, 1990". We
refer to such particles as anyons with statistics ".

We now consider the general case of N particles,
where a more complex structure arises. The topological
classes of trajectories which take these particles from
initial positions R1, R2 , . . ., RN at time ti to final positions
R1, R2 , . . ., RN at time tf are in one-to-one correspon-
dence with the elements of the braid group BN. An ele-
ment of the braid group can be visualized by thinking of
trajectories of particles as world lines !or strands" in !2
+1"-dimensional space-time originating at initial posi-
tions and terminating at final positions, as shown in Fig.
1. The time direction will be represented vertically on
the page, with the initial time at the bottom and the final
time at the top. An element of the N-particle braid
group is an equivalence class of such trajectories up to
smooth deformations. To represent an element of a
class, we draw the trajectories on paper with the initial
and final points ordered along lines at the initial and
final times. When drawing the trajectories, we must be
careful to distinguish when one strand passes over or
under another, corresponding to a clockwise or counter-
clockwise exchange. We also require that any intermedi-
ate time slice must intersect N strands. Strands cannot
“double back,” which would amount to particle creation
or annihilation at intermediate stages. We do not allow
this because we assume that the particle number is
known. !We consider particle creation and annihilation
later when discussing field theories of anyons and, from

a mathematical perspective, when discussing the idea of
a “category” in Sec. IV." Then, the multiplication of two
elements of the braid group is the successive execution
of the corresponding trajectories, i.e., the vertical stack-
ing of the two drawings. !As may be seen from the fig-
ure, the order in which they are multiplied is important
because the group is non-Abelian, meaning that multi-
plication is not commutative."

The braid group can be represented algebraically in
terms of generators %i, with 1& i&N−1. We choose an
arbitrary ordering of the particles 1 ,2 , . . . ,N.2 %i is a
counterclockwise exchange of the ith and !i+1"th par-
ticles. %i

−1 is therefore a clockwise exchange of the ith
and !i+1"th particles. The %i’s satisfy the defining rela-
tions !see Fig. 1",

%i%j = %j%i for %i − j% ' 2,

%i%i+1%i = %i+1%i%i+1 for 1 & i & n − 1. !3"

The only difference from the permutation group SN is
that %i

2!1, but this makes an enormous difference.
While the permutation group is finite, the number of
elements in the group %SN%=N!, the braid group is infi-
nite, even for just two particles. Furthermore, there are
nontrivial topological classes of trajectories even when
the particles are distinguishable, e.g., in the two-particle
case those trajectories in which one particle winds
around the other an integer number of times. These to-
pological classes correspond to the elements of the
“pure” braid group, which is the subgroup of the braid
group containing only elements that bring each particle

2Choosing a different ordering would amount to relabeling
elements of the braid group, as given by conjugation by the
braid that transforms one ordering into the other.

time

σ1 σ2

!=

=

FIG. 1. Graphical representation of elements of the braid
group. Top: The two elementary braid operations %1 and %2 on
three particles. Middle: Shown here %2%1!%1%2; hence the
braid group is non-Abelian. Bottom: The braid relation #Eq.
!3"$ %i%i+1%i=%i+1%i%i+1.
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mensions cannot be deformed to a point without cutting
through the other particle. Consequently, the notion of a
winding of one particle around another in two dimen-
sions is well defined. Thus, when two particles are inter-
changed twice in a clockwise manner, their trajectory
involves a nontrivial winding, and the system does not
necessarily come back to the same state. This topologi-
cal difference between two and three dimensions, first
realized by Leinaas and Myrheim !1977" and Wilczek
!1982a", leads to a difference in the possible quantum
mechanical properties for quantum systems when par-
ticles are confined to !2+1"D !see also Goldin et al.,
1981 and Wu, 1984". #As an aside, we mention that in
!1+1"D quantum statistics is not well defined since par-
ticle interchange is impossible without one particle going
through another, and bosons with hard-core repulsion
are equivalent to fermions.$

Suppose that we have two identical particles in two
dimensions. Then, when one particle is exchanged in a
counterclockwise manner with the other, the wave func-
tion can change by an arbitrary phase,

!!r1,r2" → ei"!!r1,r2" . !1"

The phase need not be merely a # sign because a second
counterclockwise exchange need not lead back to the
initial state but can result in a nontrivial phase:

!!r1,r2" → e2i"!!r1,r2" . !2"

The special cases "=0,$ correspond to bosons and fer-
mions, respectively. Particles with other values of the
statistical angle " are called anyons !Wilczek, 1990". We
refer to such particles as anyons with statistics ".

We now consider the general case of N particles,
where a more complex structure arises. The topological
classes of trajectories which take these particles from
initial positions R1, R2 , . . ., RN at time ti to final positions
R1, R2 , . . ., RN at time tf are in one-to-one correspon-
dence with the elements of the braid group BN. An ele-
ment of the braid group can be visualized by thinking of
trajectories of particles as world lines !or strands" in !2
+1"-dimensional space-time originating at initial posi-
tions and terminating at final positions, as shown in Fig.
1. The time direction will be represented vertically on
the page, with the initial time at the bottom and the final
time at the top. An element of the N-particle braid
group is an equivalence class of such trajectories up to
smooth deformations. To represent an element of a
class, we draw the trajectories on paper with the initial
and final points ordered along lines at the initial and
final times. When drawing the trajectories, we must be
careful to distinguish when one strand passes over or
under another, corresponding to a clockwise or counter-
clockwise exchange. We also require that any intermedi-
ate time slice must intersect N strands. Strands cannot
“double back,” which would amount to particle creation
or annihilation at intermediate stages. We do not allow
this because we assume that the particle number is
known. !We consider particle creation and annihilation
later when discussing field theories of anyons and, from

a mathematical perspective, when discussing the idea of
a “category” in Sec. IV." Then, the multiplication of two
elements of the braid group is the successive execution
of the corresponding trajectories, i.e., the vertical stack-
ing of the two drawings. !As may be seen from the fig-
ure, the order in which they are multiplied is important
because the group is non-Abelian, meaning that multi-
plication is not commutative."

The braid group can be represented algebraically in
terms of generators %i, with 1& i&N−1. We choose an
arbitrary ordering of the particles 1 ,2 , . . . ,N.2 %i is a
counterclockwise exchange of the ith and !i+1"th par-
ticles. %i

−1 is therefore a clockwise exchange of the ith
and !i+1"th particles. The %i’s satisfy the defining rela-
tions !see Fig. 1",

%i%j = %j%i for %i − j% ' 2,

%i%i+1%i = %i+1%i%i+1 for 1 & i & n − 1. !3"

The only difference from the permutation group SN is
that %i

2!1, but this makes an enormous difference.
While the permutation group is finite, the number of
elements in the group %SN%=N!, the braid group is infi-
nite, even for just two particles. Furthermore, there are
nontrivial topological classes of trajectories even when
the particles are distinguishable, e.g., in the two-particle
case those trajectories in which one particle winds
around the other an integer number of times. These to-
pological classes correspond to the elements of the
“pure” braid group, which is the subgroup of the braid
group containing only elements that bring each particle

2Choosing a different ordering would amount to relabeling
elements of the braid group, as given by conjugation by the
braid that transforms one ordering into the other.

time

σ1 σ2

!=

=

FIG. 1. Graphical representation of elements of the braid
group. Top: The two elementary braid operations %1 and %2 on
three particles. Middle: Shown here %2%1!%1%2; hence the
braid group is non-Abelian. Bottom: The braid relation #Eq.
!3"$ %i%i+1%i=%i+1%i%i+1.
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Relationship between Systems of Impenetrable Bosons and Fermions 
in One Dimension*t 

M. GIRARDEAU; 
Brandeis University, Waltham, M assachusetls 

(Received March 3, 1960) 

A rigorous one-one correspondence is established between one-dimensional systems of bosons and of 
spinless fermions. This correspondence holds irrespective of the nature of the interparticle interactions, 
subject only to the restriction that the interaction have an impenetrable core. It is shown that the Bose 
and Fermi eigenfunctions are related by y,B =if;F A, where A (Xl' •. Xn) is + 1 or -1 according as the order 
pq .. 'r, when the particle coordinates Xj are arranged in the order xp<x.<··· <Xr, is an even or an odd 
permutation of 1· . ·n. The energy spectra of the two systems are identical, as are all configurational prob-
ability distributions, but the momentum distributions are quite different. The general theory is illustrated 
by application to the special case of impenetrable point particles; the one-one correspondence between 
bosons with this particular interaction and completely noninteracting fermions leads to a rigorous solution 
of this many-boson problem. 

1. INTRODUCTION 

I N the following section a very simple and general 
relationship will be established between one-di-

mensional systems of impenetrable bosons and fermions. 
We shall find that the restrictions both to one dimension 
and to interactions with a completely impenetrable 
core are essential. Nevertheless, there are at least two 
motivations for studying such a relationship. First, one 
is enabled to obtain a rigorous solution of the many-
boson problem for the case of impenetrable point 
particles in a one-dimensional periodic box, and this 
solution may serve as a useful testing ground for various 
approximation methods. Second, the relationship for 
the case of more general interactions may permit com-
parison of approximation methods designed for Fermi 
systems with those designed for Bose systems. 

The general theory of the Bose-Fermi correspondence 
is developed in Sec. 2, and is illustrated in Sec. 3 by 
application to impenetrable point particles in a periodic 
box, for which the correspondence permits one to obtain 
a rigorous solution of the many-boson problem by 
relating it to the trivial problem of a one-dimensional 
free Fermi gas. 

2. PROOF OF THE CORRESPONDENCE 

The condition that the interparticle interaction have 
an "impenetrable core" is most conveniently repre-
sented by the following subsidiary condition on the 
allowable wave functions y;: 

Y;(XI" ·xn)=O if lXi-xLi (1) 
where Xl' •• x" are the coordinates of the n particles 
comprising the system, and a is the hard-core diameter. 
Then the Schrodinger equation is 

(T+V)y;=Ey;, (2) 
* Supported in part by U. S. Air Force Office of Scientific 

Research. 
t An abbreviated account of this work was given by M. 

Girardeau, Bull. Am. Phys. Soc. Ser. II 5, 8 (1960). 
t Now at Boeing Scientific Research Laboratories, Seattle, 

Washington. 

where V includes all interactions except the hard cores' 
and is otherwise completely unrestricted. Consider first 
any Fermi wave function tP satisfying (2); y;F is anti-
symmetric in the particle coordinates. We define a 
"unit antisymmetric function" A as follows: 

A (Xl' • ·n .. ) = II sgn(xj-xt), (3) 
J>t 

where sgn(x) is the algebraic sign of X; an equivalent 
definition is that A is + 1 or -1 according as the 
order pq .. ''', when the Xj are arranged in the order 
xp<xq<'" <Xr, is an even or an odd permutation of 
1· .. n. Then the product 

(4) 

is symmetric in the particle coordinates, and hence 
describes a Bose system provided that the necessary 
regularity conditions are satisfied. To see that they are, 
we note that A has discontinuities only at the surfaces 
Xj=Xt, where two particles come together. But y;B is 
continuous even at these surfaces, since y;F vanishes 
there as a result of the Fermi statistics; indeed, it 
vanishes throughout the region of the hard cores as a 
result of the subsidiary condition (1). The surfaces 
Xj= Xt divide the n-dimensional configuration space 
into n! disjoint regions, in each of which A is constant, 
equal to either + 1 or -1. As a result, y;B satisfies the 
Schrodinger equation (2) throughout the allowed 
portion of configuration space [alII Xj-xt! >a(jrfl)], 
by virtue of the fact that tP does; for the same 
reason, y;B 0 as Ix i- xd a from above. In the 
remainder of configuration space (where hard cores 
overlap), tP and y;B are defined by (1). Finally, y;B will 
satisfy boundary conditions of enclosure in a box if 
tP does, and in the case of oddl total number of particles 

I For the case of odd n, the function A (Xl' .• x .. ) defined by (3) 
remains well defined if the Xj are interpreted modulo L,in which 
case A satisfies periodic boundary conditions with periodicity 
length L. On the other hand, for the case of even n the substitution 
Xj -+ xj± L changes the sign of A. Hence our general theorem on 
the one-one correspondence is only valid for a system with 
periodic boundary conditions if n is odd. There are no restrictions 
on n for boundary conditions of enclosure in a box. 
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For a system of spinless one-dimensional fermions, the nonvanishing short-range limit of a two-
body interaction is shown to induce the wave-function discontinuity. We prove the equivalence of
this fermionic system and the bosonic particle system with a two-body d-function interaction with the
reversed role of strong and weak couplings. [S0031-9007(99)08775-X]
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The relation between the spin and the exchange statis-
tics is one of the fundamental properties of particles re-
siding in four-dimensional Minkowski space. In lower
dimension, however, the relation becomes blurred, as
evidenced in the appearance of anyons in the system of
two spatial dimension. In spatial dimension one, the re-
lation loses its meaning since the spin itself is rather a
phenomenological concept having no ground in the repre-
sentation theory of a Lorentz group. The discovery of
the strict equivalence of a bosonic sine-Gordon model
and a fermionic massive Thirring model [1] suggests that
the exchange statistics also is no absolute concept in one
spatial dimension. Aside from its aesthetic value, this
equivalence has practical ramifications in the treatment
of an interacting many-body system in lower dimension.
There the relevant aspect is the fact that the strong cou-
pling in a fermionic model corresponds to the weak cou-
pling in the bosonic model and vice versa.
There is indeed a historic precedence to the bosoniza-

tion of fermionic theory in a setting of quantum many-
body problem. In the Tomonaga-Luttinger theory of
one-dimensional Fermi liquid [2–5], low energy exci-
tations are describable in terms of bosonic degrees of
freedom. Despite its status as a classical standard, the
model has several drawbacks. First, the equivalence
is exact only for the ground state of the system. An-
other problem is its nonapplicability to the short-range
interaction as noted in the original paper by Tomonaga.
This makes a sharp contrast to the case of bosons in one
dimension where a simple but rich model of particles
with two-body d-interaction exists [6], whose solvability
allows the physical intuition as well as the thorough
thermodynamical analysis.
The purpose of this paper is to formulate a model of

a fermionic many-body system in one dimension with
nonvanishing zero-range interaction. Its analysis reveals
that the model can be exactly mapped to the same number
of bosonic particles interacting through d interaction with
the strength of the coupling reversed. This means that
we have had a solvable model of interacting fermions
for quite some time without recognizing it as such. It

gives a tractable model of a one-dimensional system with
a nontrivial property of fermion-boson duality.
We start with a very elementary setting of two identical

particles with unit mass in one dimension obeying the
Fermi statistics. The wave function of the system has the
property

C2sx1, x2d ≠ 2C2sx2, x1d , (1)
where x1 and x2 denote the coordinates of the particles.
Let us suppose that the two particles are interacting
through a two-body potential V sx1 2 x2d. For now, we
place one-body harmonic interaction for the technical
convenience to bind the system around the origin. The
Schrödinger equation is given by"

2X

i≠1

√
2

1
2

d2

dx2
i

1
1
2

v2x2
i

!
1 V sx1 2 x2d

#
C2sx1, x2d

≠ EC2sx1, x2d . (2)
With the usual use of the relative and center-of-mass co-
ordinates x ≠ x2 2 x1 and X ≠ sx1 1 x2dy2, the system
separates into two subsystems as

C2sx1, x2d ≠ w2sxdFsXd , (3)
where the center-of-mass wave function FsXd is a trivial
harmonic oscillator, and the physics is in the relative wave
function w2sxd, which satisfies"

2
d2

dx2 1
1
4

v2x2 1 V sxd

#
w2sxd ≠ Erw2sxd . (4)

The identity of the particles requires V to be symmetric:
V s2xd ≠ V sxd . (5)

The fermionic exchange symmetry, Eq. (1), now reads
w2s2xd ≠ 2w2sxd . (6)

We consider the case where the potential is short ranged,
namely, V sxd ≠ 0 for jxj . a for a small positive number
a. At the limit a ! 0, the self-adjoint extension theory
dictates that any Hermitian potential has to be reduced to
the generalized pointlike interaction [7–10]

V sxd ! xsx; a, b, g, dd , (7)
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if the coupling constants y and c are related by

y ≠
1
c

. (23)

By construction, one has

w1s2xd ≠ w1sxd . (24)

In terms of the full two-particle wave function

C1sx1, x2d ≠ w1sxdFsXd , (25)

this signifies the bosonic exchange symmetry

C1sx1, x2d ≠ C1sx2, x1d . (26)

Therefore, a two-fermion system with ´ interaction is
equivalent to a two-boson system with d interaction,
and the strong coupling in one side corresponds to
the weak coupling in the other. We emphasize that
d and ´ functions are the only nonvanishing limits
of any interaction that acts on bosonic and fermionic
wave functions, respectively. Note the parallel relation
to Eq. (18) for w1sxd;

´sx; cdw1sxd ≠ 0 . (27)

Note also that the couplings y and c can be both positive
and negative. In the latter case, the equivalence extends to
the negative-energy bound states that exist in both Fermi
and Bose systems.
It is instructive to look at the wave functions to see

the actual workings of the boson-fermion duality with
some numerical examples. We show, in Fig. 2(a), the
lowest energy fermionic eigenstates of Eq. (19) with sev-
eral values of coupling strengths. In Fig. 2(b), the cor-
responding bosonic eigenstates of Eq. (22) are displayed.
In the calculations, the ´ interaction, Eq. (15), is evaluated
with a small but finite value of a in place of the a ! 0
limit. These figures show that the rigorous results at the
mathematical limit a ! 0 do have real relevance to a
more realistic problem with finite-range interactions.
It is straightforward to extend the above arguments

to the system of N one-dimensional particles. Let us
write the wave function of the system for the particular
ordering of the set of N coordinates sx1, x2, . . . , xN d, say
x1 . x2 . · · · . xN , as C1;

C1 ; Csx1, . . . , xN dusx1 2 x2d · · · usxN21 2 xN d .

(28)

We define the permutation P of N numbers:

P: s1, 2, . . . , Nd ! sP1, P2, . . . , PN d . (29)

FIG. 2. The fermionic (a) and bosonic (b) relative wave
functions with three values of coupling parameter. Wave
functions (a) and (b) are related by the transformation, Eq. (20).
The ´ interaction for case (a) are constructed from Eq. (15)
with the a ! 0 limit replaced by a small number a ≠ 0.05.

Suppose s21dP represents the parity of the permutation P.
The wave functions C6 defined by

C6sx1, . . . , xN d ≠
1p
N!

X

P
s61dPC1sxP1 , . . . , xPN d (30)

have the exchange symmetry
C6s. . . , xi , . . . , xj , . . .d ≠ 6C6s. . . , xj , . . . , xi , . . .d .

(31)
Namely, C1 and C2 represent the systems of N bosons
and N fermions, respectively. It is easy to see that the
following two equations are equivalent:

C2jxi≠xj1
≠ 2C2jxi≠xj2

≠ c

√
≠

≠xi
2

≠

≠xj

!
C2

É

xi≠xj1

≠ c

√
≠

≠xi
2

≠

≠xj

!
C2

É

xi≠xj2

, (32)

√
≠

≠xi
2

≠

≠xj

!
C1

É

xi≠xj1

≠ 2

√
≠

≠xi
2

≠

≠xj

!
C1

É

xi≠xj2

≠
1
c

C1jxi≠xj1
≠

1
c

C1jxi≠xj2
.

(33)
Therefore, ´sxi 2 xj ; cd acting on C2 and
dsxi 2 xj ; 1ycd acting on C1 are two different rep-
resentations of the same effect. We have the equivalence
of two equations,

"X

i

√
2

1
2

d2

dx2
i

1
1
2

v2x2
i

!
1

X

i.j
´sxi 2 xj; cd

#
C2sx1, . . . , xN d ≠ EC2sx1, . . . , xN d (34)

and "X

i

√
2

1
2

d2

dx2
i

1
1
2

v2x2
i

!
1

X

i.j
d

√
xi 2 xj ;

1
c

!#
C1sx1, . . . , xN d ≠ EC1sx1, . . . , xN d , (35)
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if the coupling constants y and c are related by

y ≠
1
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. (23)

By construction, one has

w1s2xd ≠ w1sxd . (24)

In terms of the full two-particle wave function

C1sx1, x2d ≠ w1sxdFsXd , (25)

this signifies the bosonic exchange symmetry

C1sx1, x2d ≠ C1sx2, x1d . (26)

Therefore, a two-fermion system with ´ interaction is
equivalent to a two-boson system with d interaction,
and the strong coupling in one side corresponds to
the weak coupling in the other. We emphasize that
d and ´ functions are the only nonvanishing limits
of any interaction that acts on bosonic and fermionic
wave functions, respectively. Note the parallel relation
to Eq. (18) for w1sxd;

´sx; cdw1sxd ≠ 0 . (27)

Note also that the couplings y and c can be both positive
and negative. In the latter case, the equivalence extends to
the negative-energy bound states that exist in both Fermi
and Bose systems.
It is instructive to look at the wave functions to see

the actual workings of the boson-fermion duality with
some numerical examples. We show, in Fig. 2(a), the
lowest energy fermionic eigenstates of Eq. (19) with sev-
eral values of coupling strengths. In Fig. 2(b), the cor-
responding bosonic eigenstates of Eq. (22) are displayed.
In the calculations, the ´ interaction, Eq. (15), is evaluated
with a small but finite value of a in place of the a ! 0
limit. These figures show that the rigorous results at the
mathematical limit a ! 0 do have real relevance to a
more realistic problem with finite-range interactions.
It is straightforward to extend the above arguments

to the system of N one-dimensional particles. Let us
write the wave function of the system for the particular
ordering of the set of N coordinates sx1, x2, . . . , xN d, say
x1 . x2 . · · · . xN , as C1;
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P: s1, 2, . . . , Nd ! sP1, P2, . . . , PN d . (29)

FIG. 2. The fermionic (a) and bosonic (b) relative wave
functions with three values of coupling parameter. Wave
functions (a) and (b) are related by the transformation, Eq. (20).
The ´ interaction for case (a) are constructed from Eq. (15)
with the a ! 0 limit replaced by a small number a ≠ 0.05.

Suppose s21dP represents the parity of the permutation P.
The wave functions C6 defined by

C6sx1, . . . , xN d ≠
1p
N!

X

P
s61dPC1sxP1 , . . . , xPN d (30)

have the exchange symmetry
C6s. . . , xi , . . . , xj , . . .d ≠ 6C6s. . . , xj , . . . , xi , . . .d .

(31)
Namely, C1 and C2 represent the systems of N bosons
and N fermions, respectively. It is easy to see that the
following two equations are equivalent:

C2jxi≠xj1
≠ 2C2jxi≠xj2

≠ c

√
≠
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≠
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C2

É

xi≠xj1

≠ c

√
≠

≠xi
2

≠

≠xj

!
C2

É

xi≠xj2

, (32)

√
≠

≠xi
2

≠

≠xj

!
C1

É

xi≠xj1

≠ 2

√
≠

≠xi
2

≠

≠xj

!
C1

É

xi≠xj2

≠
1
c

C1jxi≠xj1
≠

1
c

C1jxi≠xj2
.

(33)
Therefore, ´sxi 2 xj ; cd acting on C2 and
dsxi 2 xj ; 1ycd acting on C1 are two different rep-
resentations of the same effect. We have the equivalence
of two equations,
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The relation between the spin and the exchange statis-
tics is one of the fundamental properties of particles re-
siding in four-dimensional Minkowski space. In lower
dimension, however, the relation becomes blurred, as
evidenced in the appearance of anyons in the system of
two spatial dimension. In spatial dimension one, the re-
lation loses its meaning since the spin itself is rather a
phenomenological concept having no ground in the repre-
sentation theory of a Lorentz group. The discovery of
the strict equivalence of a bosonic sine-Gordon model
and a fermionic massive Thirring model [1] suggests that
the exchange statistics also is no absolute concept in one
spatial dimension. Aside from its aesthetic value, this
equivalence has practical ramifications in the treatment
of an interacting many-body system in lower dimension.
There the relevant aspect is the fact that the strong cou-
pling in a fermionic model corresponds to the weak cou-
pling in the bosonic model and vice versa.
There is indeed a historic precedence to the bosoniza-

tion of fermionic theory in a setting of quantum many-
body problem. In the Tomonaga-Luttinger theory of
one-dimensional Fermi liquid [2–5], low energy exci-
tations are describable in terms of bosonic degrees of
freedom. Despite its status as a classical standard, the
model has several drawbacks. First, the equivalence
is exact only for the ground state of the system. An-
other problem is its nonapplicability to the short-range
interaction as noted in the original paper by Tomonaga.
This makes a sharp contrast to the case of bosons in one
dimension where a simple but rich model of particles
with two-body d-interaction exists [6], whose solvability
allows the physical intuition as well as the thorough
thermodynamical analysis.
The purpose of this paper is to formulate a model of

a fermionic many-body system in one dimension with
nonvanishing zero-range interaction. Its analysis reveals
that the model can be exactly mapped to the same number
of bosonic particles interacting through d interaction with
the strength of the coupling reversed. This means that
we have had a solvable model of interacting fermions
for quite some time without recognizing it as such. It

gives a tractable model of a one-dimensional system with
a nontrivial property of fermion-boson duality.
We start with a very elementary setting of two identical

particles with unit mass in one dimension obeying the
Fermi statistics. The wave function of the system has the
property

C2sx1, x2d ≠ 2C2sx2, x1d , (1)
where x1 and x2 denote the coordinates of the particles.
Let us suppose that the two particles are interacting
through a two-body potential V sx1 2 x2d. For now, we
place one-body harmonic interaction for the technical
convenience to bind the system around the origin. The
Schrödinger equation is given by"
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dx2
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1
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v2x2
i

!
1 V sx1 2 x2d

#
C2sx1, x2d

≠ EC2sx1, x2d . (2)
With the usual use of the relative and center-of-mass co-
ordinates x ≠ x2 2 x1 and X ≠ sx1 1 x2dy2, the system
separates into two subsystems as

C2sx1, x2d ≠ w2sxdFsXd , (3)
where the center-of-mass wave function FsXd is a trivial
harmonic oscillator, and the physics is in the relative wave
function w2sxd, which satisfies"

2
d2

dx2 1
1
4

v2x2 1 V sxd

#
w2sxd ≠ Erw2sxd . (4)

The identity of the particles requires V to be symmetric:
V s2xd ≠ V sxd . (5)

The fermionic exchange symmetry, Eq. (1), now reads
w2s2xd ≠ 2w2sxd . (6)

We consider the case where the potential is short ranged,
namely, V sxd ≠ 0 for jxj . a for a small positive number
a. At the limit a ! 0, the self-adjoint extension theory
dictates that any Hermitian potential has to be reduced to
the generalized pointlike interaction [7–10]

V sxd ! xsx; a, b, g, dd , (7)
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if the coupling constants y and c are related by

y ≠
1
c

. (23)

By construction, one has

w1s2xd ≠ w1sxd . (24)

In terms of the full two-particle wave function

C1sx1, x2d ≠ w1sxdFsXd , (25)

this signifies the bosonic exchange symmetry

C1sx1, x2d ≠ C1sx2, x1d . (26)

Therefore, a two-fermion system with ´ interaction is
equivalent to a two-boson system with d interaction,
and the strong coupling in one side corresponds to
the weak coupling in the other. We emphasize that
d and ´ functions are the only nonvanishing limits
of any interaction that acts on bosonic and fermionic
wave functions, respectively. Note the parallel relation
to Eq. (18) for w1sxd;

´sx; cdw1sxd ≠ 0 . (27)

Note also that the couplings y and c can be both positive
and negative. In the latter case, the equivalence extends to
the negative-energy bound states that exist in both Fermi
and Bose systems.
It is instructive to look at the wave functions to see

the actual workings of the boson-fermion duality with
some numerical examples. We show, in Fig. 2(a), the
lowest energy fermionic eigenstates of Eq. (19) with sev-
eral values of coupling strengths. In Fig. 2(b), the cor-
responding bosonic eigenstates of Eq. (22) are displayed.
In the calculations, the ´ interaction, Eq. (15), is evaluated
with a small but finite value of a in place of the a ! 0
limit. These figures show that the rigorous results at the
mathematical limit a ! 0 do have real relevance to a
more realistic problem with finite-range interactions.
It is straightforward to extend the above arguments

to the system of N one-dimensional particles. Let us
write the wave function of the system for the particular
ordering of the set of N coordinates sx1, x2, . . . , xN d, say
x1 . x2 . · · · . xN , as C1;

C1 ; Csx1, . . . , xN dusx1 2 x2d · · · usxN21 2 xN d .

(28)

We define the permutation P of N numbers:

P: s1, 2, . . . , Nd ! sP1, P2, . . . , PN d . (29)

FIG. 2. The fermionic (a) and bosonic (b) relative wave
functions with three values of coupling parameter. Wave
functions (a) and (b) are related by the transformation, Eq. (20).
The ´ interaction for case (a) are constructed from Eq. (15)
with the a ! 0 limit replaced by a small number a ≠ 0.05.

Suppose s21dP represents the parity of the permutation P.
The wave functions C6 defined by

C6sx1, . . . , xN d ≠
1p
N!

X

P
s61dPC1sxP1 , . . . , xPN d (30)

have the exchange symmetry
C6s. . . , xi , . . . , xj , . . .d ≠ 6C6s. . . , xj , . . . , xi , . . .d .

(31)
Namely, C1 and C2 represent the systems of N bosons
and N fermions, respectively. It is easy to see that the
following two equations are equivalent:

C2jxi≠xj1
≠ 2C2jxi≠xj2

≠ c

√
≠

≠xi
2

≠

≠xj

!
C2

É

xi≠xj1

≠ c

√
≠

≠xi
2

≠

≠xj

!
C2

É

xi≠xj2

, (32)

√
≠

≠xi
2

≠

≠xj

!
C1

É

xi≠xj1

≠ 2

√
≠

≠xi
2

≠

≠xj

!
C1

É

xi≠xj2

≠
1
c

C1jxi≠xj1
≠

1
c

C1jxi≠xj2
.

(33)
Therefore, ´sxi 2 xj ; cd acting on C2 and
dsxi 2 xj ; 1ycd acting on C1 are two different rep-
resentations of the same effect. We have the equivalence
of two equations,

"X

i

√
2

1
2

d2

dx2
i

1
1
2

v2x2
i

!
1

X

i.j
´sxi 2 xj; cd

#
C2sx1, . . . , xN d ≠ EC2sx1, . . . , xN d (34)

and "X

i

√
2

1
2

d2

dx2
i

1
1
2

v2x2
i

!
1

X

i.j
d

√
xi 2 xj ;

1
c

!#
C1sx1, . . . , xN d ≠ EC1sx1, . . . , xN d , (35)
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Suppose s21dP represents the parity of the permutation P.
The wave functions C6 defined by

C6sx1, . . . , xN d ≠
1p
N!

X

P
s61dPC1sxP1 , . . . , xPN d (30)

have the exchange symmetry
C6s. . . , xi , . . . , xj , . . .d ≠ 6C6s. . . , xj , . . . , xi , . . .d .

(31)
Namely, C1 and C2 represent the systems of N bosons
and N fermions, respectively. It is easy to see that the
following two equations are equivalent:

C2jxi≠xj1
≠ 2C2jxi≠xj2

≠ c

√
≠

≠xi
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≠

≠xj

!
C2
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Therefore, ´sxi 2 xj ; cd acting on C2 and
dsxi 2 xj ; 1ycd acting on C1 are two different rep-
resentations of the same effect. We have the equivalence
of two equations,
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FIG. 2. (a) Energy spectrum for the relative motion of two atoms
in a harmonic trap with odd-wave (Eo-lo, black solid) and even-
wave (Ee-le, red dashed) interactions. ω and d [=

√
2/(mω)] are

the trap frequency and confinement length, respectively. Horizontal
gray lines show the noninteracting odd-wave or the hard-core even-
wave energy levels (2l + 3/2)ω (here l = 0,1, . . .). While the vertical
gray line at lo = le = ∞ crosses the spectrum with energies (2l +
1/2)ω. (b) Normalized wave function ψ(x) for odd-wave scattering
at three scattering lengths lo/d = −0.675 (solid), ∞ (dashed), and
0.675 (dash-dotted), as marked by squares from left to right in panel
(a). The corresponding linear fits (with same line style) at x → 0+

confirm the boundary condition [Eqs. (2) and (13)], i.e., ψ(x →
0+) ∝ (x − lo).

We now examine the wave function for odd-wave scattering
(up to a normalized factor; see Appendix B):

ψ(x) =
∑

n

φ′∗
n (0)φn(x)
E − En

. (12)

The fact that only odd n can contribute to the summation
implies the odd-parity of ψ ; meanwhile, the divergence of ψ ′

at x = 0 [as indicated by Eq. (10)] implies the discontinuity of
ψ when x approaches zero from different sides. In Fig. 2(b),
we plot ψ(x) at several typical values of lo, which are found
to well match the boundary condition (2). In fact, by utilizing
Eq. (10), we can prove the following asymptotic behavior of
ψ (see Appendix B):

lim
x→0

ψ(x)
x

→ A

(
1
lp

− 1
|x|

)
, (13)

which is an alternative expression of Eq. (2) that unifies
the cases of x → 0+ and x → 0− into a single compact
form.

-4 -2 0 2 4
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3
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d/lo

Ee=Eo (no range)
Eo (ξo>0)
Ee (ξe<0)

FIG. 3. The odd- (black solid) and even-wave(red dashed) two-
body spectra for the lowest two branches with finite effective
ranges ξo = 0.1md, ξe = −0.1md3 (d is the confinement length).
For comparison, gray lines show the spectra with zero range [same
as in Fig. 2(a)].

IV. UNIVERSAL RELATIONS

In the following, we derive the universal relations by
using the operator-product expansion (OPE) for quantum
fields [46,47], which has been successfully applied to strongly
interacting atomic gases in recent years [2,10]. For brevity,
we consider spin-polarized fermions with interaction Hint =
U
2

∫
dRV(R), where

V(R) =
∫

dx%†(R + x/2)%†(R − x/2)
←−
∂ xδ(x)

−→
∂ x

×%(R − x/2)%(R + x/2), (14)

where %†,% are the field operators of fermions.
(i) High-momentum distribution. We first address the large-

k tail of the momentum distribution ρ(k), which is given by

ρ(k) =
∫

dR

∫
dxe−ikx

〈
%†

(
R − x

2

)
%

(
R + x

2

)〉
. (15)

Since the large-k behavior of ρ(k) is essentially determined by
the one-body density matrix at short distance x → 0, we can
utilize the OPE for expansion:

%†
(

R − x

2

)
%

(
R + x

2

)
=

∑

n

Cn(x)On(R). (16)

Here the local operator On(R) can be constructed by quantum
fields and their derivatives; the short-distance coefficient Cn(x)
can have nonanalytic dependence on x, leading to a power-law
tail of ρ(k) according to Eq. (15).

In the following, we extract the leading nonanalyticity in
Cn(x) and its according local operatorOn(R). Because Eq. (16)
is an operator equation, we can determine Cn(x) by calculating
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We show the renormalization of the contact interaction for odd-wave scattering in one-dimension (1D). Based
on the renormalized interaction, we exactly solve the two-body problem in a harmonic trap and further explore the
universal properties of spin-polarized fermions near odd-wave resonance by using the operator-product-expansion
method. It is found that the high-momentum distribution behaves as C/k2, with C being the odd-wave contact.
Various universal relations are derived. Our work suggests a universal system emergent in 1D with large odd-wave
scattering length.

DOI: 10.1103/PhysRevA.94.043636

I. INTRODUCTION

A remarkable feature of cold atomic gases in the strong-
coupling regime is the universal property they exhibit. In
this regime, a set of universal relations can be established to
describe various microscopic and thermodynamic properties
connected by a key quality called the contact, as first pointed
out in a spin- 1

2 Fermi gas near the s-wave Feshbach resonance
[1–3]. These relations provide a powerful understanding for
the strongly interacting system and have been successfully
verified in experiments [4–6]. Later, the universal relations
were also studied in other atomic systems such as bosons
[7], in low-dimensions [8–11], and with higher partial-wave
scatterings [12–14]. Very recently the universal properties of
a spin-polarized Fermi gas have been successfully explored
near the p-wave Feshbach resonance [15].

In this work, we point out a new system that exhibits
universal properties, i.e., the one-dimensional (1D) atomic
gases near an odd-wave resonance. Such a system can be
realized [16–19] by applying tight transverse confinements
to three-dimensional (3D) gases near p-wave Feshbach
resonances, such as in identical fermions of 40K or 6Li
[15,20–23] and in various atomic mixtures [21,24]. To study
the strong odd-wave interaction effect in these systems, it is
fundamentally important to construct a model potential for the
pairwise short-range interaction. In the literature, several types
of contact potential have been proposed [25–29], which are all
equivalent to the following form [30]:

U (x) = U
←−
∂ xδ(x)

−→
∂ x, (1)

where x is the relative coordinate of two atoms with mass m,
and U = 2lo/m denotes the coupling strength proportional to
the odd-wave scattering length lo. In this paper we set ! = 1.
Despite the simple form of Eq. (1), we point out that such
a potential with coupling U ∝ lo is unrenormalized. It will
produce ultraviolet divergence in the basic two-body scattering
process in momentum space (see Fig. 1), as already indicated
in the second-order perturbation calculations [25,26,31,32].
This will lead to unphysical results associated with short-range
physics. Although special techniques can be employed in
real space to avoid such problem for two-particle systems
[25,33], it is not clear how these techniques work in practice
for many particles. Thus, for a general many-body setting,
Eq. (1) with U ∝ lo is likely to approximate the weak-coupling
limit giving the Hartree–Fork interaction energy [34–36],

but not the strong-coupling regime where the high-momenta
scatterings are essential. In fact, previous rigorous studies on
spin-polarized fermions, including the Bethe-ansatz solutions
[37,38] and the theorem of Bose–Fermi duality and its
applications [39,40], have utilized the boundary condition
instead:

lim
x→0±

ψ ′

ψ
= ∓ 1

lo
, (2)

where ψ is the wave function and ψ ′ ≡ ∂ψ/∂x. Nevertheless,
there have been rare discussions on the renormalization of 1D
odd-wave interactions [41], which are crucially important for
the study of the strong-coupling regime with large odd-wave
scattering length.

With the above motivations, in this work we first renor-
malize the contact potential in Eq. (1) by recognizing that
U therein is the bare coupling rather than the effective
coupling (=2lo/m). Importantly, U is related to lo by the
renormalization equation

1
U

= m

2lo
− 1

L

∑

k

k2

2εk

, (3)

with εk = k2/(2m) and L being the length of the system
[42]. As an application, we exactly solve the two-body
problem in a harmonic trap across the odd-wave resonance
and demonstrate the Bose–Fermi duality [39] in the two-body
version. We also show that Eq. (3) correctly produces the
boundary condition (2) in both homogeneous and trapped
cases. Compared with the boundary-condition method, the
renormalized potential has unique advantage in addressing the
momentum-space correlations in strongly interacting systems
and exploring universal properties therein. In combination with
the quantum field approach of operator-product expansion, we
further derive various universal relations for spin-polarized
1D Fermi gases near odd-wave resonance. In particular, the
odd-wave contact C is identified in the high-momentum
distribution as ρ(k) → C/k2 to leading order. Our results can
be straightforwardly generalized to other 1D systems with a
spin degree of freedom or with finite effective range, where
the Bethe-ansatz method or Bose–Fermi duality could fail to
work.

The rest of the paper is organized as follows: In Sec. II,
we present the interaction renormalization for 1D odd-wave
scattering. In Sec. III, we apply the renormalized contact
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1D anyons --- exact solutions:

Here the sum extends over all N! permutations P. In the
N-particle eigenstate the order with which the particles
are created incurs the phase factor in the wave function
(4). Integration involves the changes of the order in creat-
ing particles due to the permutation of coordinates. We
easily see that the wave function satisfies the anyonic
symmetry !!" " " xi " " " xj " " "# $ e%i"!!" " " xj " " " xi " " "#,
in which the anyonic phase " $ #&Pj

k$i'1 w!xi; xk# %Pj%1
k$i'1 w!xj; xk#( for i < j. We extract a global phase

factor e%i#N=2 in order to symmetrize the anyonic phase
factor in the wave function (4) so that it has #! #' 4$
symmetry. The eigenstate still has #! #' 2$ symmetry.
However, the phase factors in the multivalued wave func-
tion (4) are diminished by those from permutations of the
particles in the eigenstate j!i such that the integrand in (3)
is single valued.

Solving the eigenvalue problem for Hamiltonian (1)
reduces to solving the quantum mechanics problem
HN!!x1 . . . xN# $ E!!x1 . . . xN#, where

HN $ %
@2

2m

XN

i$1

@2

@x2
i
' g1D

X

1)i<j)N
%!xi % xj# (5)

describes the 1D %-function interacting quantum gas of N
anyons confined in a periodic length L.

The N! coefficients A!kP1 . . . kPN# are obtained via
the two-body scattering relation A!. . . kj; ki . . .# $
kj%ki'ic0

kj%ki%ic0 A!. . . ki; kj . . .#, which follows from the disconti-

nuity condition in the derivative of the wave function and
the condition to ensure a continuous probability density
with regard to the eigenstate (3). Here the anyonic parame-
ter # and the dynamical interaction c are inextricably
related via the effective coupling constant c0 $
c= cos!#=2# [10]. This results in a resonancelike effect in
the effective coupling constant c0 with respect to the sta-
tistical interaction around # $ $, see Fig. 1.

Applying the periodic BC !!x1 $ 0; x2 . . . xN# $
!!x2 . . . xN; x1 $ L#, leads to the eigenvalue E $PN
j$1 k

2
j , where the individual quasimomenta kj satisfy

the Bethe ansatz equations (BAE)

e ikjL $ %ei#!N%1#YN

l$1

kj % kl ' ic0

kj % kl % ic0
(6)

for j $ 1; . . . ; N. These equations differ slightly from
those of Ref. [10]. The Bethe roots kj are real for c0 > 0,
but may become complex for c0 < 0. In this way we see
that the 1D interacting anyons with periodic BC are equiva-
lent to a 1D %-function interacting Bose gas with twisted
BC, where the interaction strength is tuned via c0.

For # $ 0 the BAE (6) reduce to those of the 1D Lieb-
Liniger Bose gas [11]. When # $ $ the BAE characterize
free fermions. When c $ 0 the anyons may collapse into a
condensation state with purely anyonic statistical interac-
tion. In general the extra phase factor in the BAE (6),
picking up the statistical interaction during the scattering
process, shifts the system into higher excitation states, as if
there exists a self-sustained Aharonov-Bohm-like flux
[13]. The total momentum is p $ N!N % 1##=L'
2d$=L, where d is an arbitrary integer. In minimizing
the energy we consider #!N % 1# $ & (mod 2$) in the
phase factor with %$ ) & ) $. Each quasimomentum kj
shifts to kj ' &=L in the ground state. In the thermody-
namic limit, the lowest energy is given by E $
N!n2e!';## ' &2=L2#, where e!';## $ '3

(3

R
1
%1 g!x#x2dx.

The root density g!x# and the parameter ( $ c=Q, where
Q is the cutoff momentum, are determined by Lieb-
Liniger-type integral equations
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FIG. 1 (color online). The effective coupling constant c0 (in
units of c) vs the anyonic parameter #. A key feature of the
model is that the anyonic statistical interaction induces a reso-
nancelike behavior where the interaction strength becomes very
large.
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Exact solution of double-δ function Bose gas through interacting anyon gas
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1d Bose gas interacting through δ, δ
′
and double-δ function potentials is shown to be equivalent

to a δ anyon gas allowing exact Bethe ansatz solution. In the noninteracting limit it describes an

ideal gas with generalized exclusion statistics and solves some recent controversies.

PACS numbers: 05.30.Jp, 03.70.+k 11.55.Ds, 71.10.Pm,
The concept of particles with generalized exclusion statistics (GES) introduced by Haldane [1] has important

consequences [2] in describing 1d non Fermi-liquids [3], which in turn is believed to be related [4] to the edge excitations
in fractional quantum Hall effect [5]. On the other hand, inspired by the success of the Chern-Simon theory, an attempt
was made recently [6] to describe a 1d ideal gas with GES in the framework of a gauge field model. However, in a
subsequent paper [7] the previous result was shown to be wrong and some other conclusion was offered. Our aim
here is to deal primarily with a 1d Bose gas interacting through double-δ function potentials together with the well
known δ and derivative δ-function interactions. We show that this interacting model with several singular potentials
is equivalent to a 1d gas with GES (which we call anyon for brevity) interacting via δ-function potential only. This
δ-anyon gas is found to be exactly solvable by the coordinate Bethe ansatz (CBA) just like its bosonic counterpart,
contradicting the common belief [8] that the CBA is applicable only to models with symmetric or antisymmetric wave
functions. Remarkably, at the limit of vanishing interaction the anyon gas becomes free and gauge equivalent to a
related model proposed in [6]. This shows that, though the explicit wave function and the N -body Hamiltonian of [6]
are not exact, the conclusion it arrived at is basically correct. Therefore, while the error in the treatment of [6] was
detected in [7], the source of this error and the possible way to rectify it becomes evident from our result.
We start with a 1d Bose gas interacting through generalized δ function potentials as

HN = −
N
∑

k

∂2xk
+

∑

<k,l>

δ(xk − xl) (c+ iκ(∂xk
+ ∂xl

)) + γ1
∑

<j,k,l>

δ(xj − xk)δ(xl − xk) + γ2
∑

<k,l>

(δ(xk − xl))
2. (1)

This model was briefly considered and readily discarded in [9] as too difficult a problem to solve. Notice however
that for γa = 0, a = 1, 2, i.e. without the double-δ potentials, it has various exactly solvable limits. For example,
for κ = 0, c "= 0 the model becomes the well known δ-Bose gas [10], while for κ "= 0, c = 0 it corresponds to Bose
gas with δ

′

interaction [11]. Both these cases are not only exactly solvable by CBA, but also represent quantum
integrable systems allowing R-matrix solution. This can be proved through their connection with the quantum
integrable nonlinear Schrödinger equation (NLSE) [12] and derivative NLSE [13], respectively. Even the mixed case
with κ "= 0, c "= 0 is solvable through CBA [8,11], though as a quantum model it does not allow a R-matrix solution.
Nevertheless for γa "= 0, i.e. with the inclusion of highly singular double-δ function interactions, the solvability of
the model is completely lost and the application of the CBA becomes problematic due to the presence of tree-body
interacting terms. We ask therefore, whether for some choice of the coupling constants γa other than zero, this
difficulty could still be avoided and the solvability of the model be restored. We find the answer to be affirmative
and in particular, for γa = κ2 the model becomes equivalent to a δ function anyon gas, which appears to be exactly
solvable similar to the well known bosonic case obtained at γa = κ = 0.
Instead of attacking model (1) directly, our strategy would be to transform it into some equivalent tractable

problem. For this we notice that, parallel to the relation between the δ Bose gas and the NLS model [14], the
generalized interacting bosonic model (1) can be considered to be the N -particle Hamiltonian of the nonlinear field
model
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Bosons with double-delta potential

(?)

Here the sum extends over all N! permutations P. In the
N-particle eigenstate the order with which the particles
are created incurs the phase factor in the wave function
(4). Integration involves the changes of the order in creat-
ing particles due to the permutation of coordinates. We
easily see that the wave function satisfies the anyonic
symmetry !!" " " xi " " " xj " " "# $ e%i"!!" " " xj " " " xi " " "#,
in which the anyonic phase " $ #&Pj

k$i'1 w!xi; xk# %Pj%1
k$i'1 w!xj; xk#( for i < j. We extract a global phase

factor e%i#N=2 in order to symmetrize the anyonic phase
factor in the wave function (4) so that it has #! #' 4$
symmetry. The eigenstate still has #! #' 2$ symmetry.
However, the phase factors in the multivalued wave func-
tion (4) are diminished by those from permutations of the
particles in the eigenstate j!i such that the integrand in (3)
is single valued.

Solving the eigenvalue problem for Hamiltonian (1)
reduces to solving the quantum mechanics problem
HN!!x1 . . . xN# $ E!!x1 . . . xN#, where

HN $ %
@2

2m

XN

i$1

@2

@x2
i
' g1D

X

1)i<j)N
%!xi % xj# (5)

describes the 1D %-function interacting quantum gas of N
anyons confined in a periodic length L.

The N! coefficients A!kP1 . . . kPN# are obtained via
the two-body scattering relation A!. . . kj; ki . . .# $
kj%ki'ic0

kj%ki%ic0 A!. . . ki; kj . . .#, which follows from the disconti-

nuity condition in the derivative of the wave function and
the condition to ensure a continuous probability density
with regard to the eigenstate (3). Here the anyonic parame-
ter # and the dynamical interaction c are inextricably
related via the effective coupling constant c0 $
c= cos!#=2# [10]. This results in a resonancelike effect in
the effective coupling constant c0 with respect to the sta-
tistical interaction around # $ $, see Fig. 1.

Applying the periodic BC !!x1 $ 0; x2 . . . xN# $
!!x2 . . . xN; x1 $ L#, leads to the eigenvalue E $PN
j$1 k

2
j , where the individual quasimomenta kj satisfy

the Bethe ansatz equations (BAE)

e ikjL $ %ei#!N%1#YN

l$1

kj % kl ' ic0

kj % kl % ic0
(6)

for j $ 1; . . . ; N. These equations differ slightly from
those of Ref. [10]. The Bethe roots kj are real for c0 > 0,
but may become complex for c0 < 0. In this way we see
that the 1D interacting anyons with periodic BC are equiva-
lent to a 1D %-function interacting Bose gas with twisted
BC, where the interaction strength is tuned via c0.

For # $ 0 the BAE (6) reduce to those of the 1D Lieb-
Liniger Bose gas [11]. When # $ $ the BAE characterize
free fermions. When c $ 0 the anyons may collapse into a
condensation state with purely anyonic statistical interac-
tion. In general the extra phase factor in the BAE (6),
picking up the statistical interaction during the scattering
process, shifts the system into higher excitation states, as if
there exists a self-sustained Aharonov-Bohm-like flux
[13]. The total momentum is p $ N!N % 1##=L'
2d$=L, where d is an arbitrary integer. In minimizing
the energy we consider #!N % 1# $ & (mod 2$) in the
phase factor with %$ ) & ) $. Each quasimomentum kj
shifts to kj ' &=L in the ground state. In the thermody-
namic limit, the lowest energy is given by E $
N!n2e!';## ' &2=L2#, where e!';## $ '3

(3

R
1
%1 g!x#x2dx.

The root density g!x# and the parameter ( $ c=Q, where
Q is the cutoff momentum, are determined by Lieb-
Liniger-type integral equations
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FIG. 1 (color online). The effective coupling constant c0 (in
units of c) vs the anyonic parameter #. A key feature of the
model is that the anyonic statistical interaction induces a reso-
nancelike behavior where the interaction strength becomes very
large.
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(4). Integration involves the changes of the order in creat-
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factor e%i#N=2 in order to symmetrize the anyonic phase
factor in the wave function (4) so that it has #! #' 4$
symmetry. The eigenstate still has #! #' 2$ symmetry.
However, the phase factors in the multivalued wave func-
tion (4) are diminished by those from permutations of the
particles in the eigenstate j!i such that the integrand in (3)
is single valued.

Solving the eigenvalue problem for Hamiltonian (1)
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anyons confined in a periodic length L.
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the condition to ensure a continuous probability density
with regard to the eigenstate (3). Here the anyonic parame-
ter # and the dynamical interaction c are inextricably
related via the effective coupling constant c0 $
c= cos!#=2# [10]. This results in a resonancelike effect in
the effective coupling constant c0 with respect to the sta-
tistical interaction around # $ $, see Fig. 1.

Applying the periodic BC !!x1 $ 0; x2 . . . xN# $
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j , where the individual quasimomenta kj satisfy

the Bethe ansatz equations (BAE)
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(6)

for j $ 1; . . . ; N. These equations differ slightly from
those of Ref. [10]. The Bethe roots kj are real for c0 > 0,
but may become complex for c0 < 0. In this way we see
that the 1D interacting anyons with periodic BC are equiva-
lent to a 1D %-function interacting Bose gas with twisted
BC, where the interaction strength is tuned via c0.

For # $ 0 the BAE (6) reduce to those of the 1D Lieb-
Liniger Bose gas [11]. When # $ $ the BAE characterize
free fermions. When c $ 0 the anyons may collapse into a
condensation state with purely anyonic statistical interac-
tion. In general the extra phase factor in the BAE (6),
picking up the statistical interaction during the scattering
process, shifts the system into higher excitation states, as if
there exists a self-sustained Aharonov-Bohm-like flux
[13]. The total momentum is p $ N!N % 1##=L'
2d$=L, where d is an arbitrary integer. In minimizing
the energy we consider #!N % 1# $ & (mod 2$) in the
phase factor with %$ ) & ) $. Each quasimomentum kj
shifts to kj ' &=L in the ground state. In the thermody-
namic limit, the lowest energy is given by E $
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The root density g!x# and the parameter ( $ c=Q, where
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Here the sum extends over all N! permutations P. In the
N-particle eigenstate the order with which the particles
are created incurs the phase factor in the wave function
(4). Integration involves the changes of the order in creat-
ing particles due to the permutation of coordinates. We
easily see that the wave function satisfies the anyonic
symmetry !!" " " xi " " " xj " " "# $ e%i"!!" " " xj " " " xi " " "#,
in which the anyonic phase " $ #&Pj

k$i'1 w!xi; xk# %Pj%1
k$i'1 w!xj; xk#( for i < j. We extract a global phase

factor e%i#N=2 in order to symmetrize the anyonic phase
factor in the wave function (4) so that it has #! #' 4$
symmetry. The eigenstate still has #! #' 2$ symmetry.
However, the phase factors in the multivalued wave func-
tion (4) are diminished by those from permutations of the
particles in the eigenstate j!i such that the integrand in (3)
is single valued.

Solving the eigenvalue problem for Hamiltonian (1)
reduces to solving the quantum mechanics problem
HN!!x1 . . . xN# $ E!!x1 . . . xN#, where
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describes the 1D %-function interacting quantum gas of N
anyons confined in a periodic length L.

The N! coefficients A!kP1 . . . kPN# are obtained via
the two-body scattering relation A!. . . kj; ki . . .# $
kj%ki'ic0

kj%ki%ic0 A!. . . ki; kj . . .#, which follows from the disconti-

nuity condition in the derivative of the wave function and
the condition to ensure a continuous probability density
with regard to the eigenstate (3). Here the anyonic parame-
ter # and the dynamical interaction c are inextricably
related via the effective coupling constant c0 $
c= cos!#=2# [10]. This results in a resonancelike effect in
the effective coupling constant c0 with respect to the sta-
tistical interaction around # $ $, see Fig. 1.

Applying the periodic BC !!x1 $ 0; x2 . . . xN# $
!!x2 . . . xN; x1 $ L#, leads to the eigenvalue E $PN
j$1 k
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j , where the individual quasimomenta kj satisfy

the Bethe ansatz equations (BAE)

e ikjL $ %ei#!N%1#YN
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kj % kl ' ic0

kj % kl % ic0
(6)

for j $ 1; . . . ; N. These equations differ slightly from
those of Ref. [10]. The Bethe roots kj are real for c0 > 0,
but may become complex for c0 < 0. In this way we see
that the 1D interacting anyons with periodic BC are equiva-
lent to a 1D %-function interacting Bose gas with twisted
BC, where the interaction strength is tuned via c0.

For # $ 0 the BAE (6) reduce to those of the 1D Lieb-
Liniger Bose gas [11]. When # $ $ the BAE characterize
free fermions. When c $ 0 the anyons may collapse into a
condensation state with purely anyonic statistical interac-
tion. In general the extra phase factor in the BAE (6),
picking up the statistical interaction during the scattering
process, shifts the system into higher excitation states, as if
there exists a self-sustained Aharonov-Bohm-like flux
[13]. The total momentum is p $ N!N % 1##=L'
2d$=L, where d is an arbitrary integer. In minimizing
the energy we consider #!N % 1# $ & (mod 2$) in the
phase factor with %$ ) & ) $. Each quasimomentum kj
shifts to kj ' &=L in the ground state. In the thermody-
namic limit, the lowest energy is given by E $
N!n2e!';## ' &2=L2#, where e!';## $ '3
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The root density g!x# and the parameter ( $ c=Q, where
Q is the cutoff momentum, are determined by Lieb-
Liniger-type integral equations
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Permutation relations:

H =

∫

dx
[

:
(

(ψ†
xψx + cρ2 + iκρ(ψ†ψx − ψ†

xψ)
)

: +κ2(ψ†ρ2ψ)
]

, ρ ≡ (ψ†ψ) (2)

involving bosonic operators :[ψ(x),ψ†(y)] = δ(x − y). In (2) we have chosen γ1 = γ2 = κ2 and introduced notation
: : to indicate normal ordering (NO) in bosonic operators. Restricting now to the |N > particle state and defining
the N -particle wave function as

Φ(xi1 , xi2 , . . . , xiN ) =< 0|ψ(xi1)ψ(xi2 ) · · ·ψ(xiN )|N >, (3)

we can generate all terms of (1) starting from (2). For example, the last term in (2):
∫

dx(ψ†ρ2ψ) is equivalent
to two normally ordered terms like

∫

dx : (ρ3 + ρ2
∫

dy(δ(x − y))2) : . The first one when acts on the state |N >,
its three ψ(x) operators in passing through the creation operators at points xj , xk, xl in |N > would produce sum of
terms with product of three δ functions having arguments (x − xj), (x − xk) and (x − xl). On integration by x they
would generate the double-δ function potential δ(xj − xk)δ(xl − xk). Note that this is a 3-body term and would not
contribute in 2-body bosonic interactions. On the other hand, the second term acting on |N >, would give rise to the
sum of terms like δ(xk − xl)δ(xk − xk) ≈ (δ(xk − xl))2. Similarly other terms with δ

′

and δ function interactions are
obtained in (1) from (2).
Our next step is to define a gauge transformed operator

ψ̃(x) = e
−iκ

∫

x

−∞
ψ†(x′)ψ(x′)dx′

ψ(x) (4)

along with its conjugate ψ̃†(x). We may check that the derivatives and products of the transformed operators are
related to the old ones in the following way.

... (ψ̃†ψ̃)2
... = : (ψ†ψ)2 : (5)

... ψ̃†
xψ̃x

... = (ψ†
x + iκψ†ρ)(ψx − iκρψ) =: (ψ†

xψx + iκρ(ψ†ψx − ψ†
xψ)) : +κ

2(ψ†ρ2ψ), (6)

where
...

... stands for NO with respect to the transformed operator (4), which not necessarily coincides with the
bosonic NO as evident from (6). Using these relations therefore one rewrites Hamiltonian (2) in the form

H̃ =

∫

dx
...
(

ψ̃†
xψ̃x + c(ψ̃†ψ̃)2

) ... (7)

Note however that inspite of the same form as NLSE, (7) is not same as the known model, since the fields involved
are no longer bosonic operators but exhibit anyon like properties

ψ̃†(x1)ψ̃
†(x2) = eiκε(x1−x2)ψ̃†(x2)ψ̃

†(x1), ψ̃(x1)ψ̃
†(x2) = e−iκε(x1−x2)ψ̃†(x2)ψ̃(x1) + δ(x1 − x2) (8)

etc. where

ε(x− y) = ±1 for x > y, x < y and = 0 for x = y, (9)

which may be expressed also through the symmetrical unit-step function [15]. This means that the bosonic commu-
tation relation (CR) [ψ̃(x), ψ̃†(y)] = δ(x − y) remains valid at the coinciding points. These relations can be checked
easily by using realization (4) through bosonic fields.
For finding N -body Hamiltonian corresponding to (7), we observe that operator ψ̃(x) in passing through the string

of anyonic creation operators in |Ñ > would pick up first a phase e−iκ
∑

i<k
ε(x−xi) due to (8) and then leave a δ(x−xk)

at xk due to its standard CR at the coinciding points. The phase factor however is canceled subsequently when the
associated ψ̃†(x) also passes through the same creation operators and comes to the point xk. This happens due to the
opposite signs of the phases as seen from (8). Therefore finally, similar to the bosonic model one obtains a δ function
interacting gas

H̃N = −
N
∑

k

∂2xk
+ c

∑

<k,l>

δ(xk − xl) (10)

2
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∫

dx(ψ†ρ2ψ) is equivalent
to two normally ordered terms like

∫

dx : (ρ3 + ρ2
∫

dy(δ(x − y))2) : . The first one when acts on the state |N >,
its three ψ(x) operators in passing through the creation operators at points xj , xk, xl in |N > would produce sum of
terms with product of three δ functions having arguments (x − xj), (x − xk) and (x − xl). On integration by x they
would generate the double-δ function potential δ(xj − xk)δ(xl − xk). Note that this is a 3-body term and would not
contribute in 2-body bosonic interactions. On the other hand, the second term acting on |N >, would give rise to the
sum of terms like δ(xk − xl)δ(xk − xk) ≈ (δ(xk − xl))2. Similarly other terms with δ

′

and δ function interactions are
obtained in (1) from (2).
Our next step is to define a gauge transformed operator

ψ̃(x) = e
−iκ

∫

x

−∞
ψ†(x′)ψ(x′)dx′

ψ(x) (4)

along with its conjugate ψ̃†(x). We may check that the derivatives and products of the transformed operators are
related to the old ones in the following way.

... (ψ̃†ψ̃)2
... = : (ψ†ψ)2 : (5)

... ψ̃†
xψ̃x

... = (ψ†
x + iκψ†ρ)(ψx − iκρψ) =: (ψ†

xψx + iκρ(ψ†ψx − ψ†
xψ)) : +κ

2(ψ†ρ2ψ), (6)

where
...

... stands for NO with respect to the transformed operator (4), which not necessarily coincides with the
bosonic NO as evident from (6). Using these relations therefore one rewrites Hamiltonian (2) in the form

H̃ =

∫

dx
...
(

ψ̃†
xψ̃x + c(ψ̃†ψ̃)2

) ... (7)

Note however that inspite of the same form as NLSE, (7) is not same as the known model, since the fields involved
are no longer bosonic operators but exhibit anyon like properties

ψ̃†(x1)ψ̃
†(x2) = eiκε(x1−x2)ψ̃†(x2)ψ̃

†(x1), ψ̃(x1)ψ̃
†(x2) = e−iκε(x1−x2)ψ̃†(x2)ψ̃(x1) + δ(x1 − x2) (8)

etc. where

ε(x− y) = ±1 for x > y, x < y and = 0 for x = y, (9)

which may be expressed also through the symmetrical unit-step function [15]. This means that the bosonic commu-
tation relation (CR) [ψ̃(x), ψ̃†(y)] = δ(x − y) remains valid at the coinciding points. These relations can be checked
easily by using realization (4) through bosonic fields.
For finding N -body Hamiltonian corresponding to (7), we observe that operator ψ̃(x) in passing through the string

of anyonic creation operators in |Ñ > would pick up first a phase e−iκ
∑

i<k
ε(x−xi) due to (8) and then leave a δ(x−xk)

at xk due to its standard CR at the coinciding points. The phase factor however is canceled subsequently when the
associated ψ̃†(x) also passes through the same creation operators and comes to the point xk. This happens due to the
opposite signs of the phases as seen from (8). Therefore finally, similar to the bosonic model one obtains a δ function
interacting gas

H̃N = −
N
∑

k

∂2xk
+ c

∑

<k,l>

δ(xk − xl) (10)
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the operators â†j and âj obey the generalized commutation relations [25, 29]

âj â
†
k − e−iθsgn(j−k)â†kâj = δjk ,

âj âk − eiθsgn(j−k)âkâj = 0 ,
(2)

where θ is the statistical exchange phase, the sign function sgn(j − k) = −1, 0,+1 for

j < k, j = k, and j > k, respectively. Note that, since the sign function sgn(j − k) = 0

for j = k, two particles on the same site behave as ordinary bosons irrespective of the

statistical parameter θ. Moreover, anyons with the statistical exchange phase θ = π are

pseudofermions, i.e. while being bosons on-site, they are fermions off-site.

Here we use an exact Anyon-Boson mapping in 1D in terms of a fractional version
of the Jordan-Wigner transformation [25]

âj = b̂j exp

(

iθ
j−1
∑

i=1

n̂i

)

, (3)

where the number operator reads n̂i = â†i âi = b̂†i b̂i and b̂i, b̂†i are bosons operators

following the commutation relation [b̂i, b̂
†
j ] = δij and [b̂†i , b̂

†
j] = 0 = [b̂i, b̂j ]. Inserting the

Anyon-Boson mapping (3) into Eq. (1), the Hamiltonian Ĥa can be rewritten as [25]

Ĥb = −J
L
∑

j=1

(b̂†j b̂j+1e
iθn̂j + h.c.) +

U

2

L
∑

j=1

n̂j(n̂j − 1), (4)

where the conditional hopping of bosons from right to left, i.e. j+1 → j, occurs with an

occupation-dependent amplitude Jeiθn̂j . If the target site j is unoccupied, the hopping

amplitude is simply J . If it is occupied by one boson, the amplitude becomes complex

and reads Jeiθ, and so on. We emphasize that the hard-core limit of anyons in Eq. (1)
coincides with that of bosons in Eq. (4) due to n̂i = â†i âi = b̂†i b̂i. It is also clear that

the mapped bosonic Hamiltonian (4) describes local occupation numbers beyond the

hard-core limit nj > 1.

Using the nonlocal exact mapping (3) between anyons and bosons, the Anyon-

Hubbard Hamiltonian (1) leads to a bosonic Hamiltonian Eq. (4) that can be solved

either analytically or numerically in order to determine the ground-state properties of
anyons in 1D lattice systems. Theoretically, since the reflection parity symmetry in the

Hamiltonian is broken, we suggest below a modified Gutzwiller mean-field, which goes

beyond the classical one found in literature [42–45] in order to include the influence

of the fractional phase of anyons on the hopping dynamics. To get numerical results,

we use the density-matrix renormalization group (DMRG) [46–50], which was already

applied to the realm of anyons, for instance, in Ref. [25]. To this end, we rely on the
ansatz of matrix product states (MPS) with the system length L and open boundary

conditions, which is more efficient than periodic boundaries [51–55]. The code is based

on a variational ansatz using MPS with the restricted subspace of integer filling, where

our simulations admit a maximum of five particles per site and the maximum bond

3

to the fractional statistics that anyons obey.

In this paper we complement the previous studies of the ground-state properties

of a 1D quantum gas of anyons confined in optical lattices. To this end we map the

Anyon-Hubbard model to an occupation-dependent hopping Bose-Hubbard model with

the help of a fractional version of the Jordan-Wigner transformation. This mapping has

the consequence that the Hilbert space of anyons can be constructed from that of bosons,
so that one has access to the two-point correlation function of either the original anyonic

or the Jordan-Wigner transformed bosonic creation and annihilation operators. With

this we investigate the quasi-momentum distributions of either bosons or anyons, the

latter interpolating between Bose-Einstein statistics and Fermi-Dirac statistics. Firstly,

in the hard-core limit, we determine the quasi-momentum distributions of anyons with

density-matrix renormalization group calculations, which numerically reproduces the
results of Y. Hao et al. [41]. In addition, by suggesting a modified Gutzwiller mean-field

approach to include the influence of the fractional phase of anyons within the many-body

wavefunction, we obtain an approximative analytic expression for the numerical results

of Ref. [41] both for a finite system and in the thermodynamic limit. In particular, we

analyze in detail how peak-shift and asymmetry of the quasi-momentum distribution

of anyons depend on both the fractional phase θ and the particle number density n0.
Furthermore, we extend the findings of Ref. [41] by working out also the more general

soft-core case. The quasi-momentum distribution of anyons reveals the pseudofermion

property at the fractional phase θ = π. Surprisingly, the quasi-momentum distributions

of the Jordan-Wigner transformed bosons shows a density-dependent asymmetry which

is not found for the hard-core case.

The outline of this paper is as follows: in Sec. 2 the Anyon-Hubbard model and the

mapping between anyons and bosons are discussed. Both the classical and the modified
Gutzwiller mean-field approach is introduced in Sec. 3. The ground-state properties

of the 1D Anyon-Hubbard model are determined by studying the quasi-momentum

distribution of anyons and bosons in both the hard-core and the soft-core case in Sec.

4 and Sec. 5 respectively. Conclusions are given in Section 6.

2. Anyon-Hubbard model

The hopping dynamics of correlated anyons on a 1D lattice is described by the Anyon-

Hubbard (AH) Hamiltonian [25]

Ĥa = −J
L
∑

j=1

(â†j âj+1 + h.c.) +
U

2

L
∑

j=1

n̂j(n̂j − 1), (1)

where J > 0 denotes the tunneling amplitude connecting two neighbouring sites, U

stands for the on-site interaction energy, n̂j = â†j âj represents the number operator at

site j, and the operators â†j , âj create or annihilate an anyon on site j. For 1D anyons,

Anyon Hubbard model

Bose Hubbard with density-dependent hopping
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âj â
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k − e−iθsgn(j−k)â†kâj = δjk ,

âj âk − eiθsgn(j−k)âkâj = 0 ,
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where θ is the statistical exchange phase, the sign function sgn(j − k) = −1, 0,+1 for
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of the Jordan-Wigner transformation [25]
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where the number operator reads n̂i = â†i âi = b̂†i b̂i and b̂i, b̂†i are bosons operators

following the commutation relation [b̂i, b̂
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where the conditional hopping of bosons from right to left, i.e. j+1 → j, occurs with an

occupation-dependent amplitude Jeiθn̂j . If the target site j is unoccupied, the hopping

amplitude is simply J . If it is occupied by one boson, the amplitude becomes complex

and reads Jeiθ, and so on. We emphasize that the hard-core limit of anyons in Eq. (1)
coincides with that of bosons in Eq. (4) due to n̂i = â†i âi = b̂†i b̂i. It is also clear that

the mapped bosonic Hamiltonian (4) describes local occupation numbers beyond the

hard-core limit nj > 1.

Using the nonlocal exact mapping (3) between anyons and bosons, the Anyon-

Hubbard Hamiltonian (1) leads to a bosonic Hamiltonian Eq. (4) that can be solved

either analytically or numerically in order to determine the ground-state properties of
anyons in 1D lattice systems. Theoretically, since the reflection parity symmetry in the

Hamiltonian is broken, we suggest below a modified Gutzwiller mean-field, which goes

beyond the classical one found in literature [42–45] in order to include the influence

of the fractional phase of anyons on the hopping dynamics. To get numerical results,

we use the density-matrix renormalization group (DMRG) [46–50], which was already

applied to the realm of anyons, for instance, in Ref. [25]. To this end, we rely on the
ansatz of matrix product states (MPS) with the system length L and open boundary

conditions, which is more efficient than periodic boundaries [51–55]. The code is based

on a variational ansatz using MPS with the restricted subspace of integer filling, where

our simulations admit a maximum of five particles per site and the maximum bond

(pseudo-boson)

makes the BO frequency of two pseudofermions become half of that
for two non-interacting bosons. Although the statistic-induced
halving of the BO frequency is very interesting, to date, the
experimental observation of such an exotic effect is still lacking even
using the potential artificial structures50–52.

Based on the similarity between the circuit Laplacian and lattice
Hamiltonian53–70, electric circuits can be used as an extremely
flexible platform to fulfill the above mapped 2D lattice with
different statistical angles. Figure 1c illustrates the schematic
diagram for a part of the designed circuit simulator with θ ¼ π,
which corresponds to four lattice sites enclosed by the blue dashed
block in Fig. 1a. Here, a pair of circuit nodes connected by the
inductor L are considered to form an effective site in the 2D lattice
model. The voltages at these two nodes are marked by V m;nð Þ;1
and V m;nð Þ;2, which are suitably formulated to form a pair of
pseudospins V"ðm;nÞ;#ðm;nÞ ¼ ðV m;nð Þ;1 ±V m;nð Þ;2Þ=

ffiffiffi
2

p
. To simulate

the real-valued hopping rate, two capacitors (the capacitance equals
to C) are used to directly link adjacent nodes without a cross. For
the realization of the hopping rate with a phase (e ± iπ), two pairs of
adjacent nodes are cross-connected via C. Position-dependent
capacitors ðmþ nÞCF are used for grounding to simulate the
spatially modulated on-site potential induced by the external
forcing. Moreover, the extra capacitor Ce, which is crucial for the
achievement of anyonic BOs in the circuit networks (demonstrated
below), is also added to connect each circuit node to the ground.
Through the appropriate setting of grounding and connecting, the
circuit eigen-equation can be derived as:

ðf 20=f
2 % 4% Ce=CÞV#;mn ¼% e%iπðδm;nþδm;nþ1ÞV#;m nþ1ð Þ

% eiπðδm;nþδmþ1;nÞV#;m n%1ð Þ % V#; mþ1ð Þn

% V#; m%1ð Þn þ mþ nð Þ
CF

C

" #
V

#;mn
;

ð5Þ

where f is the eigen-frequency (f 0 ¼ 1=2π
ffiffiffiffiffiffiffiffiffiffiffi
CL=2

p
) of the designed

circuit, and V#;ðm;nÞ ¼ ðV m;nð Þ;1 % V m;nð Þ;2Þ=
ffiffiffi
2

p
represents the

voltage of pseudospin at the circuit node (m, n). Details for the
derivation of circuit eigenequations are provided in Supplementary
Note 1. It is shown that the eigen-equation of the designed electric
circuit possesses the same form as Eq. (4). In particular, the
probability amplitude for the 1D two-pseudofermion model cmn is
mapped to the voltage of pseudospin V#;ðm;nÞ at the circuit node
(m, n). The eigen-energy (ε) of two anyons is directly related to the
eigen-frequency (f) of the circuit as ε ¼ f 20=f

2 % 4% Ce=C, with
other parameters being J ¼ 1 and F ¼ CF=C. It is worth noting
that the method for designing the circuit simulator is applicable to
other statistical angles θ ¼ v

o π (v and o are integers), where the
complex hopping rate Je± i

v
oπ could be realized by suitably braiding

the connection pattern of o adjacent circuit nodes in a single lattice
site53,54. In this case, the relationship between ε and f with different
values of θ remains the same. We note that the simulation of
anyons by designed circuit networks could be intuitively understood
as follows. To exchange locations of two anyons, the first anyon
should tunnel from the original position (the mth site) to the
position of the second anyon initially located (the nth site), that is
from cmn to cnn. Then, the second anyon should also move from its
original position to the position of the first anyon originally
occupied, corresponding to that from cnn to cnm. In this case, the
effective amplitude for the exchange of two anyons could be
expressed by the product of hopping amplitudes in these two
processes, and an associated phase factor e ± iθ related to the particle
statistic should appear. To ensure the appearance of a statistic-
related phase factor e ± iθ , the hopping amplitudes at the diagonal
must be e± iθ along one axis.

To analyze the behavior of BOs in the circuit simulator with
respect to θ, eigen-frequencies of the designed circuit as a
function of the statistical angle θ should be calculated. The
parameters are set as C= 10 pF, Ce= 2 nF, L= 10 µH, and

Fig. 1 Schematic diagram of designed circuit simulators for the Bloch oscillation of a pair of anyons. a The mapped 2D lattice of the single particle for
simulating the 1D two-anyon effect in the absence of on-site interaction under an external forcing. The color represents the value of the on-site potential related to
the external forcing. The arrow corresponds to the hopping rate with a complex phase e± iθ . c Schematic diagram for a part of the designed circuit simulator with
θ ¼ π corresponding to four lattice sites enclosed by the blue dashed block in panel a. A pair of circuit nodes belonging to a single site are connected by the blue
inductor L. The yellow, orange, green capacitors correspond to grounding capacitors at sites of (6, 5) or (5, 6), (6, 6) and (5, 5), respectively. The cyan capacitor
marks the connection capacitor between circuit nodes at different sites. b, d Calculated eigen-energies of two anyons and eigen-frequencies of the circuit simulator
as a function of the statistical angle θ. The blue and green dots correspond to eigen-frequencies of two-boson and two-pseudofermion circuit simulators.
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FIG. 1. Realization of anyons in 1D. (A) Abelian anyons have an exchange phase that interpolates between 0 (bosons)
and π (fermions). (B) In 1D, the wavefunction acquires phase −θ (θ) when a particle tunnels right (left) through an occupied
site, analogous to clockwise (counter-clockwise) exchange in 2D. (C) We realize the anyon-Hubbard model (AHM) in a tilted
optical lattice with energy offset E per site to suppress tunneling, then induce tunneling by modulating the lattice depth with
three frequency (3-tone) components, each with amplitude δV : E to tunnel from a singly-occupied to an empty site, E + U0

to tunnel from a singly-occupied to a singly-occupied site, and E − U0 to tunnel from a doubly-occupied to an empty site,
where U0 is on-site interaction in the initial Hamiltonian [37]. Offsetting the phase of component E + U0 by θ realizes the
density-dependent Peierls phase. Insets: 3-tone modulation in frequency (top) and time (bottom), the grey line is the sum of
the three components. (D) Experimental sequence: (1-2) initialize two columns of atoms from a Mott insulator of 87Rb; (3)
tilt the lattice, then lower its depth Vx to prepare for modulation-induced tunneling; (4) abruptly apply 3-tone modulation to
induce several independent quantum walks along x; (5) project to the number basis and perform fluorescence imaging [37].

sitions between particles and aquires phase −θ (θ), cor-
responds to clockwise (counter-clockwise) exchange.

II. EXPERIMENTAL PROTOCOL

We realize the BHM with density-dependent phase
via Floquet engineering by modulating a tilted lattice
with three frequency (3-tone) components to induce
occupation-dependent tunneling processes (Fig. 1C) [38].
Specifically, a magnetic field gradient produces an en-
ergy offset E between lattice sites to suppress tunneling,
then tunneling is reintroduced by modulating the lattice
depth with three frequencies, each with amplitude δV :
(1) E to tunnel from a singly-occupied site to an empty
site, (2) E + U0 to tunnel from a singly-occupied site to
a singly-occupied site, and (3) E − U0 to tunnel from a
doubly-occupied site to an empty site, where U0 is the

interaction energy in the initial Hamiltonian [37]. The
amplitude of modulation δV determines J , and offset-
ting the phase of frequency component E+U0 by θ from
components E and E−U0 realizes the density-dependent
phase and therefore the statistical parameter. Modulat-
ing the lattice with these frequencies, which are resonant
with parameters of the initial Hamiltonian, realizes the
BHM with density-dependent phase corresponding to the
non-interacting AHM. We can engineer an effective on-
site interaction U in the AHM by detuning the sidebands
to become E − (U0 − U) and E + (U0 − U) [38].

For the experiments that follow, we employ the single-
site control of our quantum gas microscope to study the
dynamics of two anyons undergoing quantum walks, with
and without interaction U in the AHM. Using a digi-
tal micromirror device [39], we initialize two columns of
atoms along y in a deep optical lattice with Vx = Vy =
45ER, where ER = h×1.24 kHz for our lattice constant of

Ultracold bosons in tilted lattice
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Questions:

Ø How to describe the interaction of anyons?

Ø Any mapping between anyon and boson/fermion?

Ø Realize anyon without lattice?

Our work:

Ø General description of short-range interaction

Ø Boson-Anyon-Fermion mapping

Ø Anyon construction in a spin-1/2 Fermi gas

Haitian Wang, Yu Chen, XC, arxiv: 2410.21632
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A unified description of interaction effect for all statistics:

2

metry breaking field, these molecules are hybridized to-
gether to enable the formation of an anyonic molecule.
Further, the condensation of these molecules in a many-
body system leads to an anyonic superfluid that features
fractional statistics when exchanging spins in a Cooper
pair. These anyonic molecules/superfluids can be real-
istically detected in ultracold experiments through the
spin-dependent momentum distributions, as character-
ized by a chiral k�3 tail at high momentum.

We start by considering two identical particles (x1, x2)
moving in 1D with relative and center-of-mass (CoM)
coordinates as x = x2 � x1 and R = (x1 + x2)/2. The
exchange statistics is defined in the two-body wavefunc-
tion:

 (R, x) = e
i↵⇡ (R,�x), (x > 0) (1)

where ↵ has the periodicity 2 and parametrizes the
quantum statistics. Here we will take half of a period
↵ 2 [0, 1], since ↵ are �↵ are related by reflection sym-
metry x $ �x. The boson, fermion and anyon then
correspond to ↵ = 0, 1 and 2 (0, 1) respectively.

At x ! 0�,  follows the asymptotic behavior

 (R, x) ! f(R)(x� l), (x ! 0+) (2)

where l is the scattering length that is uniquely deter-
mined by the short-range interaction. According to Eq.1,
 at x ! 0� then follows

 (R, x) ! f(R)ei↵⇡(�x� l). (x ! 0�) (3)

It follows that di↵erent statistics (di↵erent ↵) lead to
completely di↵erent behaviors of  at short range, as
shown in Fig.1. For instance, at short range x ! 0±,
bosons (↵ = 0) have a continuous  (Fig.1(a)), while
fermions (↵ = 0) have a continuous  0 ⌘ @ /@x
(Fig.1(c)). This is why the interaction of bosons can be
simply written as a �-function potential in s-wave chan-
nel:

Us = gs�(x), (4)

while the interaction of fermions can only be written in
p-wave channel:

Up = gp@x�(x)@x. (5)

For anyons, however, neither  nor  0 is continuous at
x = 0± (Fig.1(c)), which means that the values of  
and  0 are not well defined at x = 0. Therefore, one
would not expect the interaction of anyons is simply the
s-wave (�-function) potential as bosons[? ], or the p-wave
potential as fermions.

In fact, the short-range boundary condition (2) can
well replace the two-body potential to describe the in-
teraction e↵ect, which has been widely used in literature
to study boson and fermion systems in 1D[? ]. Here we

FIG. 1. (Color online) Real and imaginary parts of two-body
wavefunctions  as functions of relative coordinate x in 1D
for three typical statistics: boson (a), anyon with ↵ = 1/2 (b)
and fermion (c). For all cases,  at x > 0 are real and follow
the same function. The shaded area denotes the plane where
 stays at x < 0.

generalize this approach to 1D systems with arbitrary
statistics. For a many-body system of N particles with
wavefunction  (x1, ...xN ) ({xi} are the coordinates), the
short-range boundary condition can be written as

lim
x⌘xj�xi!0+

✓
1

l
+ @x

◆
 (x1, x2, ...xN ) = 0. (6)

The exchange statistics for a given ↵ requires[? ]

 (...xi, ...xj , ...) = e
.. (...xj , ...xi, ...), (7)

where ✏(x) is 1 for x > 0 and �1 for x < 0. Eqs.(..,..),
which well reproduce () for N = 2 case, fully de-
termine the asymptotic behavior of many-body wave-
function when two particles come close to each other
(xi � xj ! 0±). It then becomes clear that for 1D sys-
tems with a given statistics (↵), the scattering length l

is the unique physical length to describe the interaction
strength.
Based on Eqs.(..,..), we will demonstrate the boson-

anyon-fermion (BAF) mapping, i.e., all 1D systems with
di↵erent statistics (↵) can be mapped to each other in
both energy and real-space wavefunction as long as they
have the same l. To exactly prove such mapping, we
assume the 1D systems of any statistics with the same
short-range boundary condition (??), i.e., ↵ is arbitrary
but l is the same. We start from the integrable case
which can be exactly solved by the Bethe-ansatz solu-
tion. Assume  (x1, x2, ...xN ) is the wavefunction of the
system in the region x1 < x2... < xN , the wavefunction
in other regions can be automatically derived following
Eq.7. Here we consider the system in a hard-wall poten-
tial with region [0, L], which satisfy the open boundary
condition (OBC)

 (0, x2, ...xN ) = 0,  (x1, x2, ..., L) = 0. (8)

According to the Bethe ansatz,  can be expanded as

 (x1, x2, ..., xN ) =
X

P,{rj}
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4AP,{rj} exp
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rjkpjxj
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Here kj(> 0) (j = 1, ...N) presents the quasi-momentum
and rj = +1(�1) denotes the moving direction of the par-
ticle with coordinate xj ; P = (p1, p2, · · · , pN ) stands for
the permutation of the momentum index, and AP,{rj} ⌘
A(kp1 , kp2 , · · · , kpN ; r1, r2, · · · , rN ) is the superposition

• Boundary condition at one side (𝑥 → 0;) is enough to describe interaction effect
• Short-range behavior at the other side (𝑥 → 0<) is determined by exchange statistics

𝒍



Boson-Anyon-Fermion mapping:

Short-range interacting 1D systems with different statistics (boson, anyon or fermion)
can be mapped to each other in both energy and real-space wavefunction as long as 
they are associated with the same scattering length 𝒍.

𝒍
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metry breaking field, these molecules are hybridized to-
gether to enable the formation of an anyonic molecule.
Further, the condensation of these molecules in a many-
body system leads to an anyonic superfluid that features
fractional statistics when exchanging spins in a Cooper
pair. These anyonic molecules/superfluids can be real-
istically detected in ultracold experiments through the
spin-dependent momentum distributions, as character-
ized by a chiral k�3 tail at high momentum.
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coordinates as x = x2 � x1 and R = (x1 + x2)/2. The
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 (R, x) = e
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mined by the short-range interaction. According to Eq.1,
 at x ! 0� then follows
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FIG. 1. (Color online) Real and imaginary parts of two-body
wavefunctions  as functions of relative coordinate x in 1D
for three typical statistics: boson (a), anyon with ↵ = 1/2 (b)
and fermion (c). For all cases,  at x > 0 are real and follow
the same function. The shaded area denotes the plane where
 stays at x < 0.

generalize this approach to 1D systems with arbitrary
statistics. For a many-body system of N particles with
wavefunction  (x1, ...xN ) ({xi} are the coordinates), the
short-range boundary condition can be written as

lim
x⌘xj�xi!0+

✓
1

l
+ @x

◆
 (x1, x2, ...xN ) = 0. (6)

The exchange statistics for a given ↵ requires[? ]

 (...xi, ...xj , ...) = e
.. (...xj , ...xi, ...), (7)

where ✏(x) is 1 for x > 0 and �1 for x < 0. Eqs.(..,..),
which well reproduce () for N = 2 case, fully de-
termine the asymptotic behavior of many-body wave-
function when two particles come close to each other
(xi � xj ! 0±). It then becomes clear that for 1D sys-
tems with a given statistics (↵), the scattering length l

is the unique physical length to describe the interaction
strength.
Based on Eqs.(..,..), we will demonstrate the boson-

anyon-fermion (BAF) mapping, i.e., all 1D systems with
di↵erent statistics (↵) can be mapped to each other in
both energy and real-space wavefunction as long as they
have the same l. To exactly prove such mapping, we
assume the 1D systems of any statistics with the same
short-range boundary condition (??), i.e., ↵ is arbitrary
but l is the same. We start from the integrable case
which can be exactly solved by the Bethe-ansatz solu-
tion. Assume  (x1, x2, ...xN ) is the wavefunction of the
system in the region x1 < x2... < xN , the wavefunction
in other regions can be automatically derived following
Eq.7. Here we consider the system in a hard-wall poten-
tial with region [0, L], which satisfy the open boundary
condition (OBC)

 (0, x2, ...xN ) = 0,  (x1, x2, ..., L) = 0. (8)

According to the Bethe ansatz,  can be expanded as

 (x1, x2, ..., xN ) =
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P,{rj}
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4AP,{rj} exp
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Here kj(> 0) (j = 1, ...N) presents the quasi-momentum
and rj = +1(�1) denotes the moving direction of the par-
ticle with coordinate xj ; P = (p1, p2, · · · , pN ) stands for
the permutation of the momentum index, and AP,{rj} ⌘
A(kp1 , kp2 , · · · , kpN ; r1, r2, · · · , rN ) is the superposition

Proof: given the same l for all 𝛼-systems,

• For 𝑥> < 𝑥? < ⋯ < 𝑥@, all 𝛼-systems share the same
𝜓 and 𝐸:

at 𝑥! ≠ 𝑥!;>, governed by the same 𝐻A;
at 𝑥!;> − 𝑥! → 0;, governed by the same B𝐶

• For other regions, 𝜓 is given by exchange statistics :

𝜓(𝑥>…𝑥"…𝑥!… 𝑥@)= 𝑒!=B 𝜓(𝑥>…𝑥!…𝑥"… 𝑥@)

𝑤 = ∑CD!;>
" sgn 𝑥C − 𝑥! −∑CD!;>

"<> sgn 𝑥C − 𝑥"

*** 𝒍 is the unique parameter to characterize interaction effect! ***



Boson-Anyon-Fermion mapping

𝒍

Anyon construction

Given the same l for two-body systems,

• Boson: 𝜓5(𝑥)

• Fermion: 𝜓8 𝑥 = sgn(x) 𝜓5(𝑥)



Boson-Anyon-Fermion mapping

𝒍

Anyon construction

Given the same l for two-body systems,

• Boson: 𝜓5(𝑥)

• Fermion: 𝜓8 𝑥 = sgn(x) 𝜓5(𝑥)

• Anyon:

𝜓4EF 𝑥 = 𝜓5(𝑥) − i tan
=
?
𝜓8(𝑥)

Anyonic state can be constructed simply from
linear superposition of spatially symmetric (s-
wave) and antisymmetric (p-wave) states!

• Where to find s+p?
• How to achieve superposition?



ConstructingAnyonic molecule and superfluidity in a spin-1/2 Fermi gas:

3

coe�cient. Applying the short-range boundary condi-
tion (??) to  , and utilizing the OBC (8), we obtain the
following equations:

e
i2kjL =

Y

l 6=j

i(kj � kl) + 2/l

i(kj � kl)� 2/l
⇥ i(kj + kl) + 2/l

i(kj + kl)� 2/l
, (10)

from which one can solve all {ki} and obtain the eigen-

energy E =
PN

j=1 k
2
j/(2m) of the system. Remarkably,

this set of equations does not depend on the specific value
of ↵, and thus applies to all 1D systems with OBC. In
other words, the boson (↵ = 0), anyon (0 < ↵ < 1)
and fermion (↵ = 1) systems share the same energy and
quasi-momentum distribution as long as they have the
same scattering length l. This is drastically di↵erent from
previous exact solutions of anyon systems[? ], which as-
sumes the �-function potential and a well defined wave-
function when two anyons come close to each other. In
contrast, here we does not assume any form of short-
range potentials, and the result is obtained just from the
short-range boundary condition (..) that is well defined
for any 1D systems. Again we emphasize here that the
anyon wavefunction is not well defined at short-range due
to the discontinuity required by the exchange statistics
(Eqs...), and therefore a single �-function potential is not
qualified to describe the interaction between anyons.

Apart from the same energy for all ↵-systems with
given l, their wavefunctions are closely related to each
other since in the reference region x1 < ... < xN they
can share exactly the same wavefunction, while in other
regions the wavefunctions can be deduced straightfor-
wardly according to (1). All these properties comprise
the boson-anyon-fermion (BAF) mapping in 1D. Impor-
tantly, such mapping is applicable to a general 1D sit-
uation with external confinement. A brief proof is the
following. At the (reference) region x1 < ... < xN , all 1D
systems with di↵erent ↵ can have the same wavefunc-
tion  : for all xi 6= xi+1 it is simply governed by the
non-interacting Hamiltonian, which is the same for all ↵-
systems; whenever a pair of neighboring atoms come close
to each other, i.e., xi+1 ! xi + 0+, it satisfies the short-
range boundary condition (..) governed by the same l.
Given the same  in this reference region, all ↵-systems
have the same eigen-energy. Again the wavefunctions in
other regions follow the exchange statistics () and rely
on ↵, but that will not alter the energy of the system
since E does not depend on the particular phase of the
wavefunction.

The BAF mapping tells that the anyon system can
share the same wavefunctions with boson and fermion
systems in a particular region of coordinate space — this
provides us an important hint for constructing anyonic
state from its bosonic and fermionic counterparts. Let’s
again take the basic two-body problem, and denote �s(x)
and �p(x) as the relative wavefunctions of two particles
under s- and p-wave interactions, respectively. Assume

�s and �p are exactly the same at x > 0 under the same
l for s- and p-wave interactions, we can then construct
an anyon state with statistics ↵ as

�anyon(x) = �s � i tan
⇡↵

2
�p, (11)

which well satisfies the exchange statistics �anyon(x) =
e
i⇡↵

�anyon(�x) (x > 0). This means that one can ap-
proach the two-body anyonic state by linearly superpos-
ing spatially symmetric (�s) and anti-symmetric (�p)
states, and the superposition coe�cient directly reflect
the statistics of the final anyonic state. Now the key
questions is how to achieve �s and �p simultaneously
and further hybridize them in a physical system.
Here we consider the spin-1/2 (", #) fermions[? ] with

both s- and p-wave interactions, denoted by Us and Up

as in Eq.(4) and Eq.(5) respectively. As the first step,
we aim at constructing anyonic molecule in the two-
body level. We consider two spin-1/2 fermions in a 1D
harmonic trap with frequency !ho and typical length
lho = (m!ho)�1/2. The s-wave interaction can give rise
to s-wave molecule in spin-singlet channel with spatially
symmetric wavefunction (�s):

 s(x1, x2) = �s| "1#2 � #1"2i, (12)

and the p-wave interaction gives p-wave molecule in spin-
triplet channel with spatially anti-symmetric wavefunc-
tion (�p):

 p(x1, x2) = �p| "1#2 + #1"2i. (13)

Under the same scattering length ls = lp ⌘ l, the two
molecules have the same binding energy Eb and their
wavefunctions are simply related as �p = �ssgn(x1 �
x2) (here sgn(x) is sign function). To hybridize the two
molecules, we resort to a weak symmetry-breaking field
such as the spin-orbit coulping[? ]:

Vsoc = ⌦
X

i

⇥
e
�iqxi�

+
i + e

iqxi�
�
i

⇤
, (14)

where q is the transferred momentum between di↵erent
spins and �

± = �x ± i�y (�x,y,z are Pauli matrices).
Under the second-order perturbation theory, Vsoc induces
virtual excitations of both  s and  p to other spin states
(| ""i and | ##i) at higher harmonic oscillator levels of
both relative and CoMmotions, which lead to an e↵ective
Hamiltonian He↵ = vMv

T , with the vector v = ( s, p)
and the matrix

M = � ⌦
2

!ho

✓
A iC

�iC B

◆
. (15)

Here A,B,C are all real numbers that solely depends on
two dimensionless parameters Eb/!ho (or l/lho) and qlho.
In particular, the symmetry-breaking field Vsoc supports
a finite o↵-diagonal coupling (C) between s- and p-wave
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coe�cient. Applying the short-range boundary condi-
tion (??) to  , and utilizing the OBC (8), we obtain the
following equations:

e
i2kjL =

Y

l 6=j

i(kj � kl) + 2/l

i(kj � kl)� 2/l
⇥ i(kj + kl) + 2/l

i(kj + kl)� 2/l
, (10)

from which one can solve all {ki} and obtain the eigen-

energy E =
PN

j=1 k
2
j/(2m) of the system. Remarkably,

this set of equations does not depend on the specific value
of ↵, and thus applies to all 1D systems with OBC. In
other words, the boson (↵ = 0), anyon (0 < ↵ < 1)
and fermion (↵ = 1) systems share the same energy and
quasi-momentum distribution as long as they have the
same scattering length l. This is drastically di↵erent from
previous exact solutions of anyon systems[? ], which as-
sumes the �-function potential and a well defined wave-
function when two anyons come close to each other. In
contrast, here we does not assume any form of short-
range potentials, and the result is obtained just from the
short-range boundary condition (..) that is well defined
for any 1D systems. Again we emphasize here that the
anyon wavefunction is not well defined at short-range due
to the discontinuity required by the exchange statistics
(Eqs...), and therefore a single �-function potential is not
qualified to describe the interaction between anyons.

Apart from the same energy for all ↵-systems with
given l, their wavefunctions are closely related to each
other since in the reference region x1 < ... < xN they
can share exactly the same wavefunction, while in other
regions the wavefunctions can be deduced straightfor-
wardly according to (1). All these properties comprise
the boson-anyon-fermion (BAF) mapping in 1D. Impor-
tantly, such mapping is applicable to a general 1D sit-
uation with external confinement. A brief proof is the
following. At the (reference) region x1 < ... < xN , all 1D
systems with di↵erent ↵ can have the same wavefunc-
tion  : for all xi 6= xi+1 it is simply governed by the
non-interacting Hamiltonian, which is the same for all ↵-
systems; whenever a pair of neighboring atoms come close
to each other, i.e., xi+1 ! xi + 0+, it satisfies the short-
range boundary condition (..) governed by the same l.
Given the same  in this reference region, all ↵-systems
have the same eigen-energy. Again the wavefunctions in
other regions follow the exchange statistics () and rely
on ↵, but that will not alter the energy of the system
since E does not depend on the particular phase of the
wavefunction.

The BAF mapping tells that the anyon system can
share the same wavefunctions with boson and fermion
systems in a particular region of coordinate space — this
provides us an important hint for constructing anyonic
state from its bosonic and fermionic counterparts. Let’s
again take the basic two-body problem, and denote �s(x)
and �p(x) as the relative wavefunctions of two particles
under s- and p-wave interactions, respectively. Assume

�s and �p are exactly the same at x > 0 under the same
l for s- and p-wave interactions, we can then construct
an anyon state with statistics ↵ as

�anyon(x) = �s � i tan
⇡↵

2
�p, (11)

which well satisfies the exchange statistics �anyon(x) =
e
i⇡↵

�anyon(�x) (x > 0). This means that one can ap-
proach the two-body anyonic state by linearly superpos-
ing spatially symmetric (�s) and anti-symmetric (�p)
states, and the superposition coe�cient directly reflect
the statistics of the final anyonic state. Now the key
questions is how to achieve �s and �p simultaneously
and further hybridize them in a physical system.
Here we consider the spin-1/2 (", #) fermions[? ] with

both s- and p-wave interactions, denoted by Us and Up

as in Eq.(4) and Eq.(5) respectively. As the first step,
we aim at constructing anyonic molecule in the two-
body level. We consider two spin-1/2 fermions in a 1D
harmonic trap with frequency !ho and typical length
lho = (m!ho)�1/2. The s-wave interaction can give rise
to s-wave molecule in spin-singlet channel with spatially
symmetric wavefunction (�s):

 s(x1, x2) = �s| "1#2 � #1"2i, (12)

and the p-wave interaction gives p-wave molecule in spin-
triplet channel with spatially anti-symmetric wavefunc-
tion (�p):

 p(x1, x2) = �p| "1#2 + #1"2i. (13)

Under the same scattering length ls = lp ⌘ l, the two
molecules have the same binding energy Eb and their
wavefunctions are simply related as �p = �ssgn(x1 �
x2) (here sgn(x) is sign function). To hybridize the two
molecules, we resort to a weak symmetry-breaking field
such as the spin-orbit coulping[? ]:
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, (14)

where q is the transferred momentum between di↵erent
spins and �

± = �x ± i�y (�x,y,z are Pauli matrices).
Under the second-order perturbation theory, Vsoc induces
virtual excitations of both  s and  p to other spin states
(| ""i and | ##i) at higher harmonic oscillator levels of
both relative and CoMmotions, which lead to an e↵ective
Hamiltonian He↵ = vMv

T , with the vector v = ( s, p)
and the matrix
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2

!ho
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Here A,B,C are all real numbers that solely depends on
two dimensionless parameters Eb/!ho (or l/lho) and qlho.
In particular, the symmetry-breaking field Vsoc supports
a finite o↵-diagonal coupling (C) between s- and p-wave

Ø Two types of bound states (molecules):

Ø A symmetry breaking field to couple s- and p-wave molecules:

𝛼 = 0 0 < 𝛼 < 𝜋𝛼 = 𝜋



Add a weak spin-orbit coupling:
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coe�cient. Applying the short-range boundary condi-
tion (??) to  , and utilizing the OBC (8), we obtain the
following equations:

e
i2kjL =
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from which one can solve all {ki} and obtain the eigen-

energy E =
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this set of equations does not depend on the specific value
of ↵, and thus applies to all 1D systems with OBC. In
other words, the boson (↵ = 0), anyon (0 < ↵ < 1)
and fermion (↵ = 1) systems share the same energy and
quasi-momentum distribution as long as they have the
same scattering length l. This is drastically di↵erent from
previous exact solutions of anyon systems[? ], which as-
sumes the �-function potential and a well defined wave-
function when two anyons come close to each other. In
contrast, here we does not assume any form of short-
range potentials, and the result is obtained just from the
short-range boundary condition (..) that is well defined
for any 1D systems. Again we emphasize here that the
anyon wavefunction is not well defined at short-range due
to the discontinuity required by the exchange statistics
(Eqs...), and therefore a single �-function potential is not
qualified to describe the interaction between anyons.
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systems with di↵erent ↵ can have the same wavefunc-
tion  : for all xi 6= xi+1 it is simply governed by the
non-interacting Hamiltonian, which is the same for all ↵-
systems; whenever a pair of neighboring atoms come close
to each other, i.e., xi+1 ! xi + 0+, it satisfies the short-
range boundary condition (..) governed by the same l.
Given the same  in this reference region, all ↵-systems
have the same eigen-energy. Again the wavefunctions in
other regions follow the exchange statistics () and rely
on ↵, but that will not alter the energy of the system
since E does not depend on the particular phase of the
wavefunction.

The BAF mapping tells that the anyon system can
share the same wavefunctions with boson and fermion
systems in a particular region of coordinate space — this
provides us an important hint for constructing anyonic
state from its bosonic and fermionic counterparts. Let’s
again take the basic two-body problem, and denote �s(x)
and �p(x) as the relative wavefunctions of two particles
under s- and p-wave interactions, respectively. Assume

�s and �p are exactly the same at x > 0 under the same
l for s- and p-wave interactions, we can then construct
an anyon state with statistics ↵ as

�anyon(x) = �s � i tan
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2
�p, (11)

which well satisfies the exchange statistics �anyon(x) =
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�anyon(�x) (x > 0). This means that one can ap-
proach the two-body anyonic state by linearly superpos-
ing spatially symmetric (�s) and anti-symmetric (�p)
states, and the superposition coe�cient directly reflect
the statistics of the final anyonic state. Now the key
questions is how to achieve �s and �p simultaneously
and further hybridize them in a physical system.
Here we consider the spin-1/2 (", #) fermions[? ] with

both s- and p-wave interactions, denoted by Us and Up

as in Eq.(4) and Eq.(5) respectively. As the first step,
we aim at constructing anyonic molecule in the two-
body level. We consider two spin-1/2 fermions in a 1D
harmonic trap with frequency !ho and typical length
lho = (m!ho)�1/2. The s-wave interaction can give rise
to s-wave molecule in spin-singlet channel with spatially
symmetric wavefunction (�s):

 s(x1, x2) = �s| "1#2 � #1"2i, (12)

and the p-wave interaction gives p-wave molecule in spin-
triplet channel with spatially anti-symmetric wavefunc-
tion (�p):

 p(x1, x2) = �p| "1#2 + #1"2i. (13)

Under the same scattering length ls = lp ⌘ l, the two
molecules have the same binding energy Eb and their
wavefunctions are simply related as �p = �ssgn(x1 �
x2) (here sgn(x) is sign function). To hybridize the two
molecules, we resort to a weak symmetry-breaking field
such as the spin-orbit coulping[? ]:
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Here A,B,C are all real numbers that solely depends on
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In particular, the symmetry-breaking field Vsoc supports
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from which one can solve all {ki} and obtain the eigen-
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this set of equations does not depend on the specific value
of ↵, and thus applies to all 1D systems with OBC. In
other words, the boson (↵ = 0), anyon (0 < ↵ < 1)
and fermion (↵ = 1) systems share the same energy and
quasi-momentum distribution as long as they have the
same scattering length l. This is drastically di↵erent from
previous exact solutions of anyon systems[? ], which as-
sumes the �-function potential and a well defined wave-
function when two anyons come close to each other. In
contrast, here we does not assume any form of short-
range potentials, and the result is obtained just from the
short-range boundary condition (..) that is well defined
for any 1D systems. Again we emphasize here that the
anyon wavefunction is not well defined at short-range due
to the discontinuity required by the exchange statistics
(Eqs...), and therefore a single �-function potential is not
qualified to describe the interaction between anyons.

Apart from the same energy for all ↵-systems with
given l, their wavefunctions are closely related to each
other since in the reference region x1 < ... < xN they
can share exactly the same wavefunction, while in other
regions the wavefunctions can be deduced straightfor-
wardly according to (1). All these properties comprise
the boson-anyon-fermion (BAF) mapping in 1D. Impor-
tantly, such mapping is applicable to a general 1D sit-
uation with external confinement. A brief proof is the
following. At the (reference) region x1 < ... < xN , all 1D
systems with di↵erent ↵ can have the same wavefunc-
tion  : for all xi 6= xi+1 it is simply governed by the
non-interacting Hamiltonian, which is the same for all ↵-
systems; whenever a pair of neighboring atoms come close
to each other, i.e., xi+1 ! xi + 0+, it satisfies the short-
range boundary condition (..) governed by the same l.
Given the same  in this reference region, all ↵-systems
have the same eigen-energy. Again the wavefunctions in
other regions follow the exchange statistics () and rely
on ↵, but that will not alter the energy of the system
since E does not depend on the particular phase of the
wavefunction.

The BAF mapping tells that the anyon system can
share the same wavefunctions with boson and fermion
systems in a particular region of coordinate space — this
provides us an important hint for constructing anyonic
state from its bosonic and fermionic counterparts. Let’s
again take the basic two-body problem, and denote �s(x)
and �p(x) as the relative wavefunctions of two particles
under s- and p-wave interactions, respectively. Assume

�s and �p are exactly the same at x > 0 under the same
l for s- and p-wave interactions, we can then construct
an anyon state with statistics ↵ as

�anyon(x) = �s � i tan
⇡↵

2
�p, (11)

which well satisfies the exchange statistics �anyon(x) =
e
i⇡↵

�anyon(�x) (x > 0). This means that one can ap-
proach the two-body anyonic state by linearly superpos-
ing spatially symmetric (�s) and anti-symmetric (�p)
states, and the superposition coe�cient directly reflect
the statistics of the final anyonic state. Now the key
questions is how to achieve �s and �p simultaneously
and further hybridize them in a physical system.
Here we consider the spin-1/2 (", #) fermions[? ] with

both s- and p-wave interactions, denoted by Us and Up

as in Eq.(4) and Eq.(5) respectively. As the first step,
we aim at constructing anyonic molecule in the two-
body level. We consider two spin-1/2 fermions in a 1D
harmonic trap with frequency !ho and typical length
lho = (m!ho)�1/2. The s-wave interaction can give rise
to s-wave molecule in spin-singlet channel with spatially
symmetric wavefunction (�s):

 s(x1, x2) = �s| "1#2 � #1"2i, (12)

and the p-wave interaction gives p-wave molecule in spin-
triplet channel with spatially anti-symmetric wavefunc-
tion (�p):

 p(x1, x2) = �p| "1#2 + #1"2i. (13)

Under the same scattering length ls = lp ⌘ l, the two
molecules have the same binding energy Eb and their
wavefunctions are simply related as �p = �ssgn(x1 �
x2) (here sgn(x) is sign function). To hybridize the two
molecules, we resort to a weak symmetry-breaking field
such as the spin-orbit coulping[? ]:
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where q is the transferred momentum between di↵erent
spins and �

± = �x ± i�y (�x,y,z are Pauli matrices).
Under the second-order perturbation theory, Vsoc induces
virtual excitations of both  s and  p to other spin states
(| ""i and | ##i) at higher harmonic oscillator levels of
both relative and CoMmotions, which lead to an e↵ective
Hamiltonian He↵ = vMv

T , with the vector v = ( s, p)
and the matrix

M = � ⌦
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Here A,B,C are all real numbers that solely depends on
two dimensionless parameters Eb/!ho (or l/lho) and qlho.
In particular, the symmetry-breaking field Vsoc supports
a finite o↵-diagonal coupling (C) between s- and p-wave
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FIG. 2. (a) Energy spectrum for the relative motion of two atoms
in a harmonic trap with odd-wave (Eo-lo, black solid) and even-
wave (Ee-le, red dashed) interactions. ω and d [=

√
2/(mω)] are

the trap frequency and confinement length, respectively. Horizontal
gray lines show the noninteracting odd-wave or the hard-core even-
wave energy levels (2l + 3/2)ω (here l = 0,1, . . .). While the vertical
gray line at lo = le = ∞ crosses the spectrum with energies (2l +
1/2)ω. (b) Normalized wave function ψ(x) for odd-wave scattering
at three scattering lengths lo/d = −0.675 (solid), ∞ (dashed), and
0.675 (dash-dotted), as marked by squares from left to right in panel
(a). The corresponding linear fits (with same line style) at x → 0+

confirm the boundary condition [Eqs. (2) and (13)], i.e., ψ(x →
0+) ∝ (x − lo).

We now examine the wave function for odd-wave scattering
(up to a normalized factor; see Appendix B):

ψ(x) =
∑

n

φ′∗
n (0)φn(x)
E − En

. (12)

The fact that only odd n can contribute to the summation
implies the odd-parity of ψ ; meanwhile, the divergence of ψ ′

at x = 0 [as indicated by Eq. (10)] implies the discontinuity of
ψ when x approaches zero from different sides. In Fig. 2(b),
we plot ψ(x) at several typical values of lo, which are found
to well match the boundary condition (2). In fact, by utilizing
Eq. (10), we can prove the following asymptotic behavior of
ψ (see Appendix B):

lim
x→0

ψ(x)
x

→ A

(
1
lp

− 1
|x|

)
, (13)

which is an alternative expression of Eq. (2) that unifies
the cases of x → 0+ and x → 0− into a single compact
form.
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FIG. 3. The odd- (black solid) and even-wave(red dashed) two-
body spectra for the lowest two branches with finite effective
ranges ξo = 0.1md, ξe = −0.1md3 (d is the confinement length).
For comparison, gray lines show the spectra with zero range [same
as in Fig. 2(a)].

IV. UNIVERSAL RELATIONS

In the following, we derive the universal relations by
using the operator-product expansion (OPE) for quantum
fields [46,47], which has been successfully applied to strongly
interacting atomic gases in recent years [2,10]. For brevity,
we consider spin-polarized fermions with interaction Hint =
U
2

∫
dRV(R), where

V(R) =
∫

dx%†(R + x/2)%†(R − x/2)
←−
∂ xδ(x)

−→
∂ x

×%(R − x/2)%(R + x/2), (14)

where %†,% are the field operators of fermions.
(i) High-momentum distribution. We first address the large-

k tail of the momentum distribution ρ(k), which is given by

ρ(k) =
∫

dR

∫
dxe−ikx

〈
%†

(
R − x

2

)
%

(
R + x

2

)〉
. (15)

Since the large-k behavior of ρ(k) is essentially determined by
the one-body density matrix at short distance x → 0, we can
utilize the OPE for expansion:

%†
(

R − x

2

)
%

(
R + x

2

)
=

∑

n

Cn(x)On(R). (16)

Here the local operator On(R) can be constructed by quantum
fields and their derivatives; the short-distance coefficient Cn(x)
can have nonanalytic dependence on x, leading to a power-law
tail of ρ(k) according to Eq. (15).

In the following, we extract the leading nonanalyticity in
Cn(x) and its according local operatorOn(R). Because Eq. (16)
is an operator equation, we can determine Cn(x) by calculating
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coe�cient. Applying the short-range boundary condi-
tion (??) to  , and utilizing the OBC (8), we obtain the
following equations:

e
i2kjL =

Y

l 6=j

i(kj � kl) + 2/l

i(kj � kl)� 2/l
⇥ i(kj + kl) + 2/l

i(kj + kl)� 2/l
, (10)

from which one can solve all {ki} and obtain the eigen-

energy E =
PN

j=1 k
2
j/(2m) of the system. Remarkably,

this set of equations does not depend on the specific value
of ↵, and thus applies to all 1D systems with OBC. In
other words, the boson (↵ = 0), anyon (0 < ↵ < 1)
and fermion (↵ = 1) systems share the same energy and
quasi-momentum distribution as long as they have the
same scattering length l. This is drastically di↵erent from
previous exact solutions of anyon systems[? ], which as-
sumes the �-function potential and a well defined wave-
function when two anyons come close to each other. In
contrast, here we does not assume any form of short-
range potentials, and the result is obtained just from the
short-range boundary condition (..) that is well defined
for any 1D systems. Again we emphasize here that the
anyon wavefunction is not well defined at short-range due
to the discontinuity required by the exchange statistics
(Eqs...), and therefore a single �-function potential is not
qualified to describe the interaction between anyons.

Apart from the same energy for all ↵-systems with
given l, their wavefunctions are closely related to each
other since in the reference region x1 < ... < xN they
can share exactly the same wavefunction, while in other
regions the wavefunctions can be deduced straightfor-
wardly according to (1). All these properties comprise
the boson-anyon-fermion (BAF) mapping in 1D. Impor-
tantly, such mapping is applicable to a general 1D sit-
uation with external confinement. A brief proof is the
following. At the (reference) region x1 < ... < xN , all 1D
systems with di↵erent ↵ can have the same wavefunc-
tion  : for all xi 6= xi+1 it is simply governed by the
non-interacting Hamiltonian, which is the same for all ↵-
systems; whenever a pair of neighboring atoms come close
to each other, i.e., xi+1 ! xi + 0+, it satisfies the short-
range boundary condition (..) governed by the same l.
Given the same  in this reference region, all ↵-systems
have the same eigen-energy. Again the wavefunctions in
other regions follow the exchange statistics () and rely
on ↵, but that will not alter the energy of the system
since E does not depend on the particular phase of the
wavefunction.

The BAF mapping tells that the anyon system can
share the same wavefunctions with boson and fermion
systems in a particular region of coordinate space — this
provides us an important hint for constructing anyonic
state from its bosonic and fermionic counterparts. Let’s
again take the basic two-body problem, and denote �s(x)
and �p(x) as the relative wavefunctions of two particles
under s- and p-wave interactions, respectively. Assume

�s and �p are exactly the same at x > 0 under the same
l for s- and p-wave interactions, we can then construct
an anyon state with statistics ↵ as

�anyon(x) = �s � i tan
⇡↵

2
�p, (11)

which well satisfies the exchange statistics �anyon(x) =
e
i⇡↵

�anyon(�x) (x > 0). This means that one can ap-
proach the two-body anyonic state by linearly superpos-
ing spatially symmetric (�s) and anti-symmetric (�p)
states, and the superposition coe�cient directly reflect
the statistics of the final anyonic state. Now the key
questions is how to achieve �s and �p simultaneously
and further hybridize them in a physical system.
Here we consider the spin-1/2 (", #) fermions[? ] with

both s- and p-wave interactions, denoted by Us and Up

as in Eq.(4) and Eq.(5) respectively. As the first step,
we aim at constructing anyonic molecule in the two-
body level. We consider two spin-1/2 fermions in a 1D
harmonic trap with frequency !ho and typical length
lho = (m!ho)�1/2. The s-wave interaction can give rise
to s-wave molecule in spin-singlet channel with spatially
symmetric wavefunction (�s):

 s(x1, x2) = �s| "1#2 � #1"2i, (12)

and the p-wave interaction gives p-wave molecule in spin-
triplet channel with spatially anti-symmetric wavefunc-
tion (�p):

 p(x1, x2) = �p| "1#2 + #1"2i. (13)

Under the same scattering length ls = lp ⌘ l, the two
molecules have the same binding energy Eb and their
wavefunctions are simply related as �p = �ssgn(x1 �
x2) (here sgn(x) is sign function). To hybridize the two
molecules, we resort to a weak symmetry-breaking field
such as the spin-orbit coulping[? ]:

Vsoc = ⌦
X

i

⇥
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�iqxi�

+
i + e

iqxi�
�
i

⇤
, (14)

where q is the transferred momentum between di↵erent
spins and �

± = �x ± i�y (�x,y,z are Pauli matrices).
Under the second-order perturbation theory, Vsoc induces
virtual excitations of both  s and  p to other spin states
(| ""i and | ##i) at higher harmonic oscillator levels of
both relative and CoMmotions, which lead to an e↵ective
Hamiltonian He↵ = vMv

T , with the vector v = ( s, p)
and the matrix

M = � ⌦
2

!ho
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Here A,B,C are all real numbers that solely depends on
two dimensionless parameters Eb/!ho (or l/lho) and qlho.
In particular, the symmetry-breaking field Vsoc supports
a finite o↵-diagonal coupling (C) between s- and p-wave
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range potentials, and the result is obtained just from the
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anyon wavefunction is not well defined at short-range due
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share the same wavefunctions with boson and fermion
systems in a particular region of coordinate space — this
provides us an important hint for constructing anyonic
state from its bosonic and fermionic counterparts. Let’s
again take the basic two-body problem, and denote �s(x)
and �p(x) as the relative wavefunctions of two particles
under s- and p-wave interactions, respectively. Assume
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�anyon(�x) (x > 0). This means that one can ap-
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states, and the superposition coe�cient directly reflect
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questions is how to achieve �s and �p simultaneously
and further hybridize them in a physical system.
Here we consider the spin-1/2 (", #) fermions[? ] with

both s- and p-wave interactions, denoted by Us and Up

as in Eq.(4) and Eq.(5) respectively. As the first step,
we aim at constructing anyonic molecule in the two-
body level. We consider two spin-1/2 fermions in a 1D
harmonic trap with frequency !ho and typical length
lho = (m!ho)�1/2. The s-wave interaction can give rise
to s-wave molecule in spin-singlet channel with spatially
symmetric wavefunction (�s):

 s(x1, x2) = �s| "1#2 � #1"2i, (12)

and the p-wave interaction gives p-wave molecule in spin-
triplet channel with spatially anti-symmetric wavefunc-
tion (�p):

 p(x1, x2) = �p| "1#2 + #1"2i. (13)

Under the same scattering length ls = lp ⌘ l, the two
molecules have the same binding energy Eb and their
wavefunctions are simply related as �p = �ssgn(x1 �
x2) (here sgn(x) is sign function). To hybridize the two
molecules, we resort to a weak symmetry-breaking field
such as the spin-orbit coulping[? ]:
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Under the second-order perturbation theory, Vsoc induces
virtual excitations of both  s and  p to other spin states
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Here A,B,C are all real numbers that solely depends on
two dimensionless parameters Eb/!ho (or l/lho) and qlho.
In particular, the symmetry-breaking field Vsoc supports
a finite o↵-diagonal coupling (C) between s- and p-wave
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FIG. 2. (Color online) (a) Schematic plots of the hybridiza-
tion between spatially symmetric (↵ = 0) s-wave molecule
and spatially anti-symmetric (↵ = 1) p-wave molecule under a
symmetry breaking field, which leads to an anyonic molecule
with fractional statistics (0 < ↵ < 1). (b) Fractional fac-
tor ↵ as a function of qlho for two di↵erent binding energies
Eb/!ho = 5, 1. (c) Momentum distribution of " and # spins
at ↵ = ⇡/2 with Eb/!ho = 5 and qlho = ...

molecules, and such coupling gives rise to the anyonic
molecule with fractional statistics, as shown schemati-
cally in Fig.2. To be specific, we write down the ground
state wavefunction under He↵ as

 g = (�s + i��p)| "1#2i � (�s � i��p)| #1"2i, (16)

with

� =
1

C

0

@A�B

2
�

s✓
A�B

2

◆2

+ C2

1

A . (17)

Apparently, the switch of any "-# pair in coordinate space
will lead to a fractional phase ↵ (or �↵) as given by � =
tan(⇡↵/2) according to Eq.11. Therefore  g represents
an anyonic molecule with fractional statistics.

In Fig.2(b), we plot out ↵ as a function of qlho for dif-
ferent molecule binding energies Eb/!ho = �5,�1. We
can see a highly tunable ↵ from ⇡ to ⇠ ⇡/3 as increasing
qlho from 0 to ⇠ 5. The fractional ↵ can be manifested in
the asymmetric spin distributions in momentum space,
denoted by n�(k) (� =", #) as shown in Fig.2(c) for a
typical ↵ = ... We have checked that such asymmetry
preserves for all ↵ 2 (0, 1). This is qualitatively di↵er-
ent from the solely s-wave (↵ = 0) or p-wave (↵ = 1)
case where the momentum distribution always has re-
flection symmetry n�(k) = n�(�k). Moreover, we note
that although each spin loses such symmetry, the sys-
tem preserves a spin-momentum coupled symmetry as
n"(k) = n#(�k).

The physical origin of the asymmetric n�(k) for anyon
system can be understood more transparently in free
space, where the s-wave molecule wavefunction simply
follows �s = e

�|x| with  = (m|Eb|)�1/2 and p-wave
follows �p = sign(x). It is straightforward to obtain the
Fourier transformations of �s and �p in momentum space
as (up to a common factor)

�s(k) =


k2 + 2
, �p(k) =

�8ik

k2 + 2
(18)

The the molecular state in (16) corresponds to the dimer
creation operator

d
† =

X

k

[�s(k) + i��p(k)] c
†
k"c

†
�k# (19)

where c
†
k� is to create a spin-� fermion at momentum k.

Then we can obtain the spin distributions

n�(k) ⇠
✓
� 8✏� tan(⇡↵/2)k

k2 + 2

◆2

. (✏" = 1, ✏# = �1)

(20)
Now it becomes clear that just because the fractional
nature of ↵ 2 (0, 1), we have asymmetric k-space distri-
butions n�(k) 6= n�(�k), and such asymmetry directly
comes from the hybridization of s- and p-wave compo-
nents in anyon state. At high k, such asymmetry is re-
flected in the existence of k�3 tail, which has an opposite
sign for di↵erent spins and thus has a chiral feature. In
fact, at a general k, the system preserves the symmetry of
spin-momentum locking, i.e., n"(k) = n#(�k). Di↵erent
from the k

�3 tail in previous studies[? ] where a finite
center-of-mass momentum is required, here in our system
the CoM motion is not excited and this tail is purely from
the hybridization of s- and p-wave components and thus
is a characteristic feature of fractional statistics.
Having established the anyonic molecule in spin-1/2

fermions, now we turn to the anyonic superfluid in the
according many-body system, which corresponds to the
Bose condensation of these molecules in deep binding
limit. In this case, the system can be described by a
coherent state of dimer condensation ⇠ e

�d†
, which gives

rise to a BCS-type wavefunction for the anyonic super-
fluid

Y

k

⇣
1 + � [�s(k) + i��p(k)] c

†
k"c

†
�k#

⌘
. (21)

Apparently, the switch of spin coordinates in each Cooper
pair of above superfluid will give rise to a fractional phase
↵, which characterize the fractional statistics of this su-
perfluid state. Similar to the anyonic molecule, such
anyonic superfluid also features asymmetric n�(k) and
a spin-momentum locked distribution with a chiral k�3

tail at high momentum.
As discussed above, to achieve anyonic molecule and

superfluid in a spin-1/2 Fermi gas, it is required that the
s- and p-wave molecules share the same scattering length
(or more generally, the same two-body binding energy)
such that �p = sign(x)�s. This can be achieved in a 6Li
Fermi gas with hyperfine states .. near B ⇠ 225G, where
a broad p-wave Feshbach resonance occur between the
two species together with the existence of a large back-
ground s-wave scattering length as ⇠ 1000a0 (a0 is the
Bohr radius). Under the confinement-induced resonance
in quasi-1D geometry, one could achieve the same 1D
scattering length for s- and p-wave scattering and thus
can support the same Eb for these molecules. Another
possible option is to use 1

S0 and 3
P0 states of alkali-earth

atomic gases such as Yb[? ] and Sr[? ] atoms, which
can experience both s- and p-wave interactions in di↵er-
ent orbital and spin channels and the interaction therein
can be conveniently tuned by magnetic fields or confine-
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molecules, and such coupling gives rise to the anyonic
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cally in Fig.2. To be specific, we write down the ground
state wavefunction under He↵ as
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Apparently, the switch of any "-# pair in coordinate space
will lead to a fractional phase ↵ (or �↵) as given by � =
tan(⇡↵/2) according to Eq.11. Therefore  g represents
an anyonic molecule with fractional statistics.

In Fig.2(b), we plot out ↵ as a function of qlho for dif-
ferent molecule binding energies Eb/!ho = �5,�1. We
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the asymmetric spin distributions in momentum space,
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preserves for all ↵ 2 (0, 1). This is qualitatively di↵er-
ent from the solely s-wave (↵ = 0) or p-wave (↵ = 1)
case where the momentum distribution always has re-
flection symmetry n�(k) = n�(�k). Moreover, we note
that although each spin loses such symmetry, the sys-
tem preserves a spin-momentum coupled symmetry as
n"(k) = n#(�k).

The physical origin of the asymmetric n�(k) for anyon
system can be understood more transparently in free
space, where the s-wave molecule wavefunction simply
follows �s = e

�|x| with  = (m|Eb|)�1/2 and p-wave
follows �p = sign(x). It is straightforward to obtain the
Fourier transformations of �s and �p in momentum space
as (up to a common factor)

�s(k) =


k2 + 2
, �p(k) =

�8ik

k2 + 2
(18)

The the molecular state in (16) corresponds to the dimer
creation operator

d
† =
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[�s(k) + i��p(k)] c
†
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†
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where c
†
k� is to create a spin-� fermion at momentum k.

Then we can obtain the spin distributions
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Now it becomes clear that just because the fractional
nature of ↵ 2 (0, 1), we have asymmetric k-space distri-
butions n�(k) 6= n�(�k), and such asymmetry directly
comes from the hybridization of s- and p-wave compo-
nents in anyon state. At high k, such asymmetry is re-
flected in the existence of k�3 tail, which has an opposite
sign for di↵erent spins and thus has a chiral feature. In
fact, at a general k, the system preserves the symmetry of
spin-momentum locking, i.e., n"(k) = n#(�k). Di↵erent
from the k

�3 tail in previous studies[? ] where a finite
center-of-mass momentum is required, here in our system
the CoM motion is not excited and this tail is purely from
the hybridization of s- and p-wave components and thus
is a characteristic feature of fractional statistics.
Having established the anyonic molecule in spin-1/2

fermions, now we turn to the anyonic superfluid in the
according many-body system, which corresponds to the
Bose condensation of these molecules in deep binding
limit. In this case, the system can be described by a
coherent state of dimer condensation ⇠ e

�d†
, which gives

rise to a BCS-type wavefunction for the anyonic super-
fluid
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Apparently, the switch of spin coordinates in each Cooper
pair of above superfluid will give rise to a fractional phase
↵, which characterize the fractional statistics of this su-
perfluid state. Similar to the anyonic molecule, such
anyonic superfluid also features asymmetric n�(k) and
a spin-momentum locked distribution with a chiral k�3

tail at high momentum.
As discussed above, to achieve anyonic molecule and

superfluid in a spin-1/2 Fermi gas, it is required that the
s- and p-wave molecules share the same scattering length
(or more generally, the same two-body binding energy)
such that �p = sign(x)�s. This can be achieved in a 6Li
Fermi gas with hyperfine states .. near B ⇠ 225G, where
a broad p-wave Feshbach resonance occur between the
two species together with the existence of a large back-
ground s-wave scattering length as ⇠ 1000a0 (a0 is the
Bohr radius). Under the confinement-induced resonance
in quasi-1D geometry, one could achieve the same 1D
scattering length for s- and p-wave scattering and thus
can support the same Eb for these molecules. Another
possible option is to use 1

S0 and 3
P0 states of alkali-earth

atomic gases such as Yb[? ] and Sr[? ] atoms, which
can experience both s- and p-wave interactions in di↵er-
ent orbital and spin channels and the interaction therein
can be conveniently tuned by magnetic fields or confine-
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FIG. 2. (Color online) (a) Schematic plots of the hybridiza-
tion between spatially symmetric (↵ = 0) s-wave molecule
and spatially anti-symmetric (↵ = 1) p-wave molecule under a
symmetry breaking field, which leads to an anyonic molecule
with fractional statistics (0 < ↵ < 1). (b) Fractional fac-
tor ↵ as a function of qlho for two di↵erent binding energies
Eb/!ho = 5, 1. (c) Momentum distribution of " and # spins
at ↵ = ⇡/2 with Eb/!ho = 5 and qlho = ...

molecules, and such coupling gives rise to the anyonic
molecule with fractional statistics, as shown schemati-
cally in Fig.2. To be specific, we write down the ground
state wavefunction under He↵ as

 g = (�s + i��p)| "1#2i � (�s � i��p)| #1"2i, (16)

with
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Apparently, the switch of any "-# pair in coordinate space
will lead to a fractional phase ↵ (or �↵) as given by � =
tan(⇡↵/2) according to Eq.11. Therefore  g represents
an anyonic molecule with fractional statistics.

In Fig.2(b), we plot out ↵ as a function of qlho for dif-
ferent molecule binding energies Eb/!ho = �5,�1. We
can see a highly tunable ↵ from ⇡ to ⇠ ⇡/3 as increasing
qlho from 0 to ⇠ 5. The fractional ↵ can be manifested in
the asymmetric spin distributions in momentum space,
denoted by n�(k) (� =", #) as shown in Fig.2(c) for a
typical ↵ = ... We have checked that such asymmetry
preserves for all ↵ 2 (0, 1). This is qualitatively di↵er-
ent from the solely s-wave (↵ = 0) or p-wave (↵ = 1)
case where the momentum distribution always has re-
flection symmetry n�(k) = n�(�k). Moreover, we note
that although each spin loses such symmetry, the sys-
tem preserves a spin-momentum coupled symmetry as
n"(k) = n#(�k).

The physical origin of the asymmetric n�(k) for anyon
system can be understood more transparently in free
space, where the s-wave molecule wavefunction simply
follows �s = e

�|x| with  = (m|Eb|)�1/2 and p-wave
follows �p = sign(x). It is straightforward to obtain the
Fourier transformations of �s and �p in momentum space
as (up to a common factor)

�s(k) =


k2 + 2
, �p(k) =

�8ik

k2 + 2
(18)

The the molecular state in (16) corresponds to the dimer
creation operator

d
† =

X

k

[�s(k) + i��p(k)] c
†
k"c

†
�k# (19)

where c
†
k� is to create a spin-� fermion at momentum k.

Then we can obtain the spin distributions
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Now it becomes clear that just because the fractional
nature of ↵ 2 (0, 1), we have asymmetric k-space distri-
butions n�(k) 6= n�(�k), and such asymmetry directly
comes from the hybridization of s- and p-wave compo-
nents in anyon state. At high k, such asymmetry is re-
flected in the existence of k�3 tail, which has an opposite
sign for di↵erent spins and thus has a chiral feature. In
fact, at a general k, the system preserves the symmetry of
spin-momentum locking, i.e., n"(k) = n#(�k). Di↵erent
from the k

�3 tail in previous studies[? ] where a finite
center-of-mass momentum is required, here in our system
the CoM motion is not excited and this tail is purely from
the hybridization of s- and p-wave components and thus
is a characteristic feature of fractional statistics.
Having established the anyonic molecule in spin-1/2

fermions, now we turn to the anyonic superfluid in the
according many-body system, which corresponds to the
Bose condensation of these molecules in deep binding
limit. In this case, the system can be described by a
coherent state of dimer condensation ⇠ e

�d†
, which gives

rise to a BCS-type wavefunction for the anyonic super-
fluid
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Apparently, the switch of spin coordinates in each Cooper
pair of above superfluid will give rise to a fractional phase
↵, which characterize the fractional statistics of this su-
perfluid state. Similar to the anyonic molecule, such
anyonic superfluid also features asymmetric n�(k) and
a spin-momentum locked distribution with a chiral k�3

tail at high momentum.
As discussed above, to achieve anyonic molecule and

superfluid in a spin-1/2 Fermi gas, it is required that the
s- and p-wave molecules share the same scattering length
(or more generally, the same two-body binding energy)
such that �p = sign(x)�s. This can be achieved in a 6Li
Fermi gas with hyperfine states .. near B ⇠ 225G, where
a broad p-wave Feshbach resonance occur between the
two species together with the existence of a large back-
ground s-wave scattering length as ⇠ 1000a0 (a0 is the
Bohr radius). Under the confinement-induced resonance
in quasi-1D geometry, one could achieve the same 1D
scattering length for s- and p-wave scattering and thus
can support the same Eb for these molecules. Another
possible option is to use 1

S0 and 3
P0 states of alkali-earth

atomic gases such as Yb[? ] and Sr[? ] atoms, which
can experience both s- and p-wave interactions in di↵er-
ent orbital and spin channels and the interaction therein
can be conveniently tuned by magnetic fields or confine-



From anyonic molecule to anyonic superfluidity:

4

FIG. 2. (Color online) (a) Schematic plots of the hybridiza-
tion between spatially symmetric (↵ = 0) s-wave molecule
and spatially anti-symmetric (↵ = 1) p-wave molecule under a
symmetry breaking field, which leads to an anyonic molecule
with fractional statistics (0 < ↵ < 1). (b) Fractional fac-
tor ↵ as a function of qlho for two di↵erent binding energies
Eb/!ho = 5, 1. (c) Momentum distribution of " and # spins
at ↵ = ⇡/2 with Eb/!ho = 5 and qlho = ...

molecules, and such coupling gives rise to the anyonic
molecule with fractional statistics, as shown schemati-
cally in Fig.2. To be specific, we write down the ground
state wavefunction under He↵ as

 g = (�s + i��p)| "1#2i � (�s � i��p)| #1"2i, (16)

with
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Apparently, the switch of any "-# pair in coordinate space
will lead to a fractional phase ↵ (or �↵) as given by � =
tan(⇡↵/2) according to Eq.11. Therefore  g represents
an anyonic molecule with fractional statistics.

In Fig.2(b), we plot out ↵ as a function of qlho for dif-
ferent molecule binding energies Eb/!ho = �5,�1. We
can see a highly tunable ↵ from ⇡ to ⇠ ⇡/3 as increasing
qlho from 0 to ⇠ 5. The fractional ↵ can be manifested in
the asymmetric spin distributions in momentum space,
denoted by n�(k) (� =", #) as shown in Fig.2(c) for a
typical ↵ = ... We have checked that such asymmetry
preserves for all ↵ 2 (0, 1). This is qualitatively di↵er-
ent from the solely s-wave (↵ = 0) or p-wave (↵ = 1)
case where the momentum distribution always has re-
flection symmetry n�(k) = n�(�k). Moreover, we note
that although each spin loses such symmetry, the sys-
tem preserves a spin-momentum coupled symmetry as
n"(k) = n#(�k).

The physical origin of the asymmetric n�(k) for anyon
system can be understood more transparently in free
space, where the s-wave molecule wavefunction simply
follows �s = e

�|x| with  = (m|Eb|)�1/2 and p-wave
follows �p = sign(x). It is straightforward to obtain the
Fourier transformations of �s and �p in momentum space
as (up to a common factor)

�s(k) =


k2 + 2
, �p(k) =

�8ik

k2 + 2
(18)

The the molecular state in (16) corresponds to the dimer
creation operator

d
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[�s(k) + i��p(k)] c
†
k"c
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where c
†
k� is to create a spin-� fermion at momentum k.

Then we can obtain the spin distributions
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Now it becomes clear that just because the fractional
nature of ↵ 2 (0, 1), we have asymmetric k-space distri-
butions n�(k) 6= n�(�k), and such asymmetry directly
comes from the hybridization of s- and p-wave compo-
nents in anyon state. At high k, such asymmetry is re-
flected in the existence of k�3 tail, which has an opposite
sign for di↵erent spins and thus has a chiral feature. In
fact, at a general k, the system preserves the symmetry of
spin-momentum locking, i.e., n"(k) = n#(�k). Di↵erent
from the k

�3 tail in previous studies[? ] where a finite
center-of-mass momentum is required, here in our system
the CoM motion is not excited and this tail is purely from
the hybridization of s- and p-wave components and thus
is a characteristic feature of fractional statistics.
Having established the anyonic molecule in spin-1/2

fermions, now we turn to the anyonic superfluid in the
according many-body system, which corresponds to the
Bose condensation of these molecules in deep binding
limit. In this case, the system can be described by a
coherent state of dimer condensation ⇠ e

�d†
, which gives

rise to a BCS-type wavefunction for the anyonic super-
fluid
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Apparently, the switch of spin coordinates in each Cooper
pair of above superfluid will give rise to a fractional phase
↵, which characterize the fractional statistics of this su-
perfluid state. Similar to the anyonic molecule, such
anyonic superfluid also features asymmetric n�(k) and
a spin-momentum locked distribution with a chiral k�3

tail at high momentum.
As discussed above, to achieve anyonic molecule and

superfluid in a spin-1/2 Fermi gas, it is required that the
s- and p-wave molecules share the same scattering length
(or more generally, the same two-body binding energy)
such that �p = sign(x)�s. This can be achieved in a 6Li
Fermi gas with hyperfine states .. near B ⇠ 225G, where
a broad p-wave Feshbach resonance occur between the
two species together with the existence of a large back-
ground s-wave scattering length as ⇠ 1000a0 (a0 is the
Bohr radius). Under the confinement-induced resonance
in quasi-1D geometry, one could achieve the same 1D
scattering length for s- and p-wave scattering and thus
can support the same Eb for these molecules. Another
possible option is to use 1

S0 and 3
P0 states of alkali-earth

atomic gases such as Yb[? ] and Sr[? ] atoms, which
can experience both s- and p-wave interactions in di↵er-
ent orbital and spin channels and the interaction therein
can be conveniently tuned by magnetic fields or confine-
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FIG. 2. (Color online) (a) Schematic plots of the hybridiza-
tion between spatially symmetric (↵ = 0) s-wave molecule
and spatially anti-symmetric (↵ = 1) p-wave molecule under a
symmetry breaking field, which leads to an anyonic molecule
with fractional statistics (0 < ↵ < 1). (b) Fractional fac-
tor ↵ as a function of qlho for two di↵erent binding energies
Eb/!ho = 5, 1. (c) Momentum distribution of " and # spins
at ↵ = ⇡/2 with Eb/!ho = 5 and qlho = ...

molecules, and such coupling gives rise to the anyonic
molecule with fractional statistics, as shown schemati-
cally in Fig.2. To be specific, we write down the ground
state wavefunction under He↵ as

 g = (�s + i��p)| "1#2i � (�s � i��p)| #1"2i, (16)

with
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Apparently, the switch of any "-# pair in coordinate space
will lead to a fractional phase ↵ (or �↵) as given by � =
tan(⇡↵/2) according to Eq.11. Therefore  g represents
an anyonic molecule with fractional statistics.

In Fig.2(b), we plot out ↵ as a function of qlho for dif-
ferent molecule binding energies Eb/!ho = �5,�1. We
can see a highly tunable ↵ from ⇡ to ⇠ ⇡/3 as increasing
qlho from 0 to ⇠ 5. The fractional ↵ can be manifested in
the asymmetric spin distributions in momentum space,
denoted by n�(k) (� =", #) as shown in Fig.2(c) for a
typical ↵ = ... We have checked that such asymmetry
preserves for all ↵ 2 (0, 1). This is qualitatively di↵er-
ent from the solely s-wave (↵ = 0) or p-wave (↵ = 1)
case where the momentum distribution always has re-
flection symmetry n�(k) = n�(�k). Moreover, we note
that although each spin loses such symmetry, the sys-
tem preserves a spin-momentum coupled symmetry as
n"(k) = n#(�k).

The physical origin of the asymmetric n�(k) for anyon
system can be understood more transparently in free
space, where the s-wave molecule wavefunction simply
follows �s = e

�|x| with  = (m|Eb|)�1/2 and p-wave
follows �p = sign(x). It is straightforward to obtain the
Fourier transformations of �s and �p in momentum space
as (up to a common factor)

�s(k) =


k2 + 2
, �p(k) =

�8ik

k2 + 2
(18)

The the molecular state in (16) corresponds to the dimer
creation operator

d
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[�s(k) + i��p(k)] c
†
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†
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where c
†
k� is to create a spin-� fermion at momentum k.

Then we can obtain the spin distributions
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Now it becomes clear that just because the fractional
nature of ↵ 2 (0, 1), we have asymmetric k-space distri-
butions n�(k) 6= n�(�k), and such asymmetry directly
comes from the hybridization of s- and p-wave compo-
nents in anyon state. At high k, such asymmetry is re-
flected in the existence of k�3 tail, which has an opposite
sign for di↵erent spins and thus has a chiral feature. In
fact, at a general k, the system preserves the symmetry of
spin-momentum locking, i.e., n"(k) = n#(�k). Di↵erent
from the k

�3 tail in previous studies[? ] where a finite
center-of-mass momentum is required, here in our system
the CoM motion is not excited and this tail is purely from
the hybridization of s- and p-wave components and thus
is a characteristic feature of fractional statistics.
Having established the anyonic molecule in spin-1/2

fermions, now we turn to the anyonic superfluid in the
according many-body system, which corresponds to the
Bose condensation of these molecules in deep binding
limit. In this case, the system can be described by a
coherent state of dimer condensation ⇠ e

�d†
, which gives

rise to a BCS-type wavefunction for the anyonic super-
fluid
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Apparently, the switch of spin coordinates in each Cooper
pair of above superfluid will give rise to a fractional phase
↵, which characterize the fractional statistics of this su-
perfluid state. Similar to the anyonic molecule, such
anyonic superfluid also features asymmetric n�(k) and
a spin-momentum locked distribution with a chiral k�3

tail at high momentum.
As discussed above, to achieve anyonic molecule and

superfluid in a spin-1/2 Fermi gas, it is required that the
s- and p-wave molecules share the same scattering length
(or more generally, the same two-body binding energy)
such that �p = sign(x)�s. This can be achieved in a 6Li
Fermi gas with hyperfine states .. near B ⇠ 225G, where
a broad p-wave Feshbach resonance occur between the
two species together with the existence of a large back-
ground s-wave scattering length as ⇠ 1000a0 (a0 is the
Bohr radius). Under the confinement-induced resonance
in quasi-1D geometry, one could achieve the same 1D
scattering length for s- and p-wave scattering and thus
can support the same Eb for these molecules. Another
possible option is to use 1

S0 and 3
P0 states of alkali-earth

atomic gases such as Yb[? ] and Sr[? ] atoms, which
can experience both s- and p-wave interactions in di↵er-
ent orbital and spin channels and the interaction therein
can be conveniently tuned by magnetic fields or confine-
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FIG. 2. (Color online) (a) Schematic plots of the hybridiza-
tion between spatially symmetric (↵ = 0) s-wave molecule
and spatially anti-symmetric (↵ = 1) p-wave molecule under a
symmetry breaking field, which leads to an anyonic molecule
with fractional statistics (0 < ↵ < 1). (b) Fractional fac-
tor ↵ as a function of qlho for two di↵erent binding energies
Eb/!ho = 5, 1. (c) Momentum distribution of " and # spins
at ↵ = ⇡/2 with Eb/!ho = 5 and qlho = ...

molecules, and such coupling gives rise to the anyonic
molecule with fractional statistics, as shown schemati-
cally in Fig.2. To be specific, we write down the ground
state wavefunction under He↵ as

 g = (�s + i��p)| "1#2i � (�s � i��p)| #1"2i, (16)

with
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Apparently, the switch of any "-# pair in coordinate space
will lead to a fractional phase ↵ (or �↵) as given by � =
tan(⇡↵/2) according to Eq.11. Therefore  g represents
an anyonic molecule with fractional statistics.

In Fig.2(b), we plot out ↵ as a function of qlho for dif-
ferent molecule binding energies Eb/!ho = �5,�1. We
can see a highly tunable ↵ from ⇡ to ⇠ ⇡/3 as increasing
qlho from 0 to ⇠ 5. The fractional ↵ can be manifested in
the asymmetric spin distributions in momentum space,
denoted by n�(k) (� =", #) as shown in Fig.2(c) for a
typical ↵ = ... We have checked that such asymmetry
preserves for all ↵ 2 (0, 1). This is qualitatively di↵er-
ent from the solely s-wave (↵ = 0) or p-wave (↵ = 1)
case where the momentum distribution always has re-
flection symmetry n�(k) = n�(�k). Moreover, we note
that although each spin loses such symmetry, the sys-
tem preserves a spin-momentum coupled symmetry as
n"(k) = n#(�k).

The physical origin of the asymmetric n�(k) for anyon
system can be understood more transparently in free
space, where the s-wave molecule wavefunction simply
follows �s = e

�|x| with  = (m|Eb|)�1/2 and p-wave
follows �p = sign(x). It is straightforward to obtain the
Fourier transformations of �s and �p in momentum space
as (up to a common factor)

�s(k) =


k2 + 2
, �p(k) =

�8ik
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The the molecular state in (16) corresponds to the dimer
creation operator
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where c
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k� is to create a spin-� fermion at momentum k.

Then we can obtain the spin distributions
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Now it becomes clear that just because the fractional
nature of ↵ 2 (0, 1), we have asymmetric k-space distri-
butions n�(k) 6= n�(�k), and such asymmetry directly
comes from the hybridization of s- and p-wave compo-
nents in anyon state. At high k, such asymmetry is re-
flected in the existence of k�3 tail, which has an opposite
sign for di↵erent spins and thus has a chiral feature. In
fact, at a general k, the system preserves the symmetry of
spin-momentum locking, i.e., n"(k) = n#(�k). Di↵erent
from the k

�3 tail in previous studies[? ] where a finite
center-of-mass momentum is required, here in our system
the CoM motion is not excited and this tail is purely from
the hybridization of s- and p-wave components and thus
is a characteristic feature of fractional statistics.
Having established the anyonic molecule in spin-1/2

fermions, now we turn to the anyonic superfluid in the
according many-body system, which corresponds to the
Bose condensation of these molecules in deep binding
limit. In this case, the system can be described by a
coherent state of dimer condensation ⇠ e
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, which gives

rise to a BCS-type wavefunction for the anyonic super-
fluid
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Apparently, the switch of spin coordinates in each Cooper
pair of above superfluid will give rise to a fractional phase
↵, which characterize the fractional statistics of this su-
perfluid state. Similar to the anyonic molecule, such
anyonic superfluid also features asymmetric n�(k) and
a spin-momentum locked distribution with a chiral k�3

tail at high momentum.
As discussed above, to achieve anyonic molecule and

superfluid in a spin-1/2 Fermi gas, it is required that the
s- and p-wave molecules share the same scattering length
(or more generally, the same two-body binding energy)
such that �p = sign(x)�s. This can be achieved in a 6Li
Fermi gas with hyperfine states .. near B ⇠ 225G, where
a broad p-wave Feshbach resonance occur between the
two species together with the existence of a large back-
ground s-wave scattering length as ⇠ 1000a0 (a0 is the
Bohr radius). Under the confinement-induced resonance
in quasi-1D geometry, one could achieve the same 1D
scattering length for s- and p-wave scattering and thus
can support the same Eb for these molecules. Another
possible option is to use 1

S0 and 3
P0 states of alkali-earth

atomic gases such as Yb[? ] and Sr[? ] atoms, which
can experience both s- and p-wave interactions in di↵er-
ent orbital and spin channels and the interaction therein
can be conveniently tuned by magnetic fields or confine-
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FIG. 2. (Color online) (a) Schematic plots of the hybridiza-
tion between spatially symmetric (↵ = 0) s-wave molecule
and spatially anti-symmetric (↵ = 1) p-wave molecule under a
symmetry breaking field, which leads to an anyonic molecule
with fractional statistics (0 < ↵ < 1). (b) Fractional fac-
tor ↵ as a function of qlho for two di↵erent binding energies
Eb/!ho = 5, 1. (c) Momentum distribution of " and # spins
at ↵ = ⇡/2 with Eb/!ho = 5 and qlho = ...

molecules, and such coupling gives rise to the anyonic
molecule with fractional statistics, as shown schemati-
cally in Fig.2. To be specific, we write down the ground
state wavefunction under He↵ as

 g = (�s + i��p)| "1#2i � (�s � i��p)| #1"2i, (16)

with

� =
1

C

0

@A�B

2
�

s✓
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◆2

+ C2

1

A . (17)

Apparently, the switch of any "-# pair in coordinate space
will lead to a fractional phase ↵ (or �↵) as given by � =
tan(⇡↵/2) according to Eq.11. Therefore  g represents
an anyonic molecule with fractional statistics.

In Fig.2(b), we plot out ↵ as a function of qlho for dif-
ferent molecule binding energies Eb/!ho = �5,�1. We
can see a highly tunable ↵ from ⇡ to ⇠ ⇡/3 as increasing
qlho from 0 to ⇠ 5. The fractional ↵ can be manifested in
the asymmetric spin distributions in momentum space,
denoted by n�(k) (� =", #) as shown in Fig.2(c) for a
typical ↵ = ... We have checked that such asymmetry
preserves for all ↵ 2 (0, 1). This is qualitatively di↵er-
ent from the solely s-wave (↵ = 0) or p-wave (↵ = 1)
case where the momentum distribution always has re-
flection symmetry n�(k) = n�(�k). Moreover, we note
that although each spin loses such symmetry, the sys-
tem preserves a spin-momentum coupled symmetry as
n"(k) = n#(�k).

The physical origin of the asymmetric n�(k) for anyon
system can be understood more transparently in free
space, where the s-wave molecule wavefunction simply
follows �s = e

�|x| with  = (m|Eb|)�1/2 and p-wave
follows �p = sign(x). It is straightforward to obtain the
Fourier transformations of �s and �p in momentum space
as (up to a common factor)

�s(k) =


k2 + 2
, �p(k) =

�8ik

k2 + 2
(18)

The the molecular state in (16) corresponds to the dimer
creation operator

d
† =

X

k

[�s(k) + i��p(k)] c
†
k"c

†
�k# (19)

where c
†
k� is to create a spin-� fermion at momentum k.

Then we can obtain the spin distributions

n�(k) ⇠
✓
� 8✏� tan(↵/2)k

k2 + 2

◆2

. (✏" = 1, ✏# = �1)

(20)
Now it becomes clear that just because the fractional
nature of ↵ 2 (0, 1), we have asymmetric k-space distri-
butions n�(k) 6= n�(�k), and such asymmetry directly
comes from the hybridization of s- and p-wave compo-
nents in anyon state. At high k, such asymmetry is re-
flected in the existence of k�3 tail, which has an opposite
sign for di↵erent spins and thus has a chiral feature. In
fact, at a general k, the system preserves the symmetry of
spin-momentum locking, i.e., n"(k) = n#(�k). Di↵erent
from the k

�3 tail in previous studies[? ] where a finite
center-of-mass momentum is required, here in our system
the CoM motion is not excited and this tail is purely from
the hybridization of s- and p-wave components and thus
is a characteristic feature of fractional statistics.
Having established the anyonic molecule in spin-1/2

fermions, now we turn to the anyonic superfluid in the
according many-body system, which corresponds to the
Bose condensation of these molecules in deep binding
limit. In this case, the system can be described by a
coherent state of dimer condensation ⇠ e

�d†
, which gives

rise to a BCS-type wavefunction for the anyonic super-
fluid

Y

k

⇣
1 + � [�s(k) + i��p(k)] c

†
k"c

†
�k#

⌘
. (21)

Apparently, the switch of spin coordinates in each Cooper
pair of above superfluid will give rise to a fractional phase
↵, which characterize the fractional statistics of this su-
perfluid state. Similar to the anyonic molecule, such
anyonic superfluid also features asymmetric n�(k) and
a spin-momentum locked distribution with a chiral k�3

tail at high momentum.
As discussed above, to achieve anyonic molecule and

superfluid in a spin-1/2 Fermi gas, it is required that the
s- and p-wave molecules share the same scattering length
(or more generally, the same two-body binding energy)
such that �p = sign(x)�s. This can be achieved in a 6Li
Fermi gas with hyperfine states .. near B ⇠ 225G, where
a broad p-wave Feshbach resonance occur between the
two species together with the existence of a large back-
ground s-wave scattering length as ⇠ 1000a0 (a0 is the
Bohr radius). Under the confinement-induced resonance
in quasi-1D geometry, one could achieve the same 1D
scattering length for s- and p-wave scattering and thus
can support the same Eb for these molecules. Another
possible option is to use 1

S0 and 3
P0 states of alkali-earth

atomic gases such as Yb[? ] and Sr[? ] atoms, which
can experience both s- and p-wave interactions in di↵er-
ent orbital and spin channels and the interaction therein
can be conveniently tuned by magnetic fields or confine-
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FIG. 1. (a) spectrum of residual or gained atomic fraction after a collision time duration of 300 ms. The mixed |1〉 and |3〉 gas
is prepared in a deep ODT of U = 2.24 mK. The four peaks are labeled from left to right as A to D. The |2〉 atoms are trapped
near resonance D. The solid lines are the best fits using a Lorentzian line-shape combined with a linear slop background. We
obtain a full width at half maximum of 15.2(5) G for the |1〉 and |3〉 atoms and of 17.5(5) G for the |2〉 atoms. Errorbars are
the standard derivation of 2-3 measurements. (b) time evolution of the gas temperature (top) and the atom number (bottom)
at the resonance center of D (marked as an arrow in (a)). T increases by 45 µK for all three states. The solid lines show the

fitting results, with L2 = 1.68(3) × 10−16 m3/s for |1〉 and |3〉 and L
′

2 = −2.87(5) × 10−16 m3/s for |2〉. (c) capture rate of the
|2〉 atom versus the trap depth. The solid line is a linear fit with a slope of 0.23 mK−1.

detected in this regime.
For the |{1, 3}〉 channel, the possible exit channels in-

clude |{1, 1}〉, |{1, 2}〉 and |{2, 2}〉. Transitions to |{1, 1}〉
and |{1, 2}〉 can occur through dipolar relaxation, while
the transition to |{2, 2}〉 may proceed via SE collisions.
Experimental results from our study suggest that SE
collisions are the predominant mechanism for atom loss
in the |{1, 3}〉 channel. This predominance is likely at-
tributed to the relatively minor energy difference between
the entrance and exit channels in SE collisions, which is
significantly lower by a factor of at least three compared
to that in dipolar relaxation collisions, thereby resulting
in a more robust coupling strength.
To obtain more collision properties of this observed

broad resonance, we conduct a numerical calculation of
the cc model, specific to 6Li p-wave resonances. Overall,
the cc calculations confirm that the observed resonance
D near 225 G is a p-wave Feshbach resonance since the
experiments agree very well with the theoretical predic-
tions. We also refer to this broad resonance as |1〉- |3〉
p-wave Feshbach resonance, reflecting the involved en-
trance channel.
A detailed theoretical framework for this cc model, in-

cluding the effective singlet and triplet interaction poten-
tials, is also presented in our previous work [28, 29]. Here,
we only provide a brief overview. The model begins with
a Hamiltonian of two colliding atoms subjected to an ex-
ternal magnetic field B and an interatomic separation R,
expressed as H = H0+VZ(R)+Vhf (R)+Vd(R). The H0

encompasses the relative motion, the p-wave centrifugal
barrier, and the interaction potential of the two colliding
atoms in the absence of external fields. VZ(R) + Vhf (R)

denote the Zeeman interaction and the hyperfine poten-
tial. Vd(R) denotes the magnetic dipole-dipole interac-
tion potential. We obtain the cc equations by substitut-
ingH into a time-independent Schrödinger equation, and
we solve these equations using the log-derivative method
to get the scattering matrix S(k) [30], where k is the
wavevector in the entrance channel. As the threshold en-
ergy of the entrance channel |{1, 3}〉 is set to 0, the col-
lision energy E = h̄2k2/2µ, where µ is the reduced mass
of 6Li atom pair, and h̄ is the reduced Plank constant.
In the presence of inelastic collisions, the diagonal S-

matrix element of the entrance channel has magnitude
|S{|{1,3}〉,|{1,3}〉}(k)| ≤ 1 [31], and the scattering volume
become complex with a equation of

V
′

p (k) =
1

ik3
1− S{|{1,3}〉,|{1,3}〉}(k)

1 + S{|{1,3}〉,|{1,3}〉}(k)
. (1)

In Fig. 2(a), we plot the calculated real part, $[V ′

p ], and

the imaginary part, %[V
′

p ], of the |1〉- |3〉 resonance with
E = 1 µK. It can be seen that inelastic collision smooths
the poles of elastic scattering.
In the current cc model, the magnetic dipole-dipole

interaction has been omitted. This is because the energy
splitting between the different ml components due to the
dipole-dipole interaction can be independently estimated,
and it is found to be approximately 10 mG for the p-
wave resonances in 6Li [28, 32]. When comparing the ten
Gaussian widths of the V

′

p , such negligible splitting can
therefore be ignored.
To analyze the effects of inelastic collisions within

our model, we introduce an imaginary component of

6Li
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The study of state-to-state spin-exchange collisions in the vicinity of p-wave Feshbach resonances
offer great opportunities to explore many-body interactions and novel quantum phases. Here, we
report the observation of a spin-exchange collision near a p-wave Feshbach resonance within a
mixture of the lowest and third-lowest hyperfine states of 6Li atoms. The spin-exchange interaction
is observed over a range of ten gausses and produces a pair of atoms in the second-lowest hyperfine
states that are captured by a deep optical dipole trap. We apply a coupled-channel method to
calculate the scattering properties of this system. We find that the p-wave resonance exhibits a
low inelastic collision rate and a broad resonance profile, which is due to the modification by the
accompanying spin-exchange collisions. These findings open up new possibilities for the creation of
long-lived, strongly interacting p-wave Fermi gases.

Feshbach resonance is a phenomenon in atomic and
molecular physics where the scattering properties of two
colliding particles are significantly altered due to the cou-
pling between different quantum states [1]. This cou-
pling arises when the energy of the colliding particles is
tuned to match the energy of a bound state of the sys-
tem, leading to a resonance effect. Feshbach resonances
play a crucial role by enhancing the scattering properties
of the atoms involved [2–5]. Specifically, Feshbach res-
onances can increase the elastic scattering cross-section,
which is beneficial for processes like evaporative cooling,
as it helps in achieving thermal equilibrium more effi-
ciently [6]. Conversely, inelastic scatterings, which lead
to heating and atomic loss [7], should be minimized to
maintain the stability of the system [8–11]. To date,
experiments involving the p-wave Feshbach resonance in
cold Fermi gases have observed inelastic collisions medi-
ated by magnetic dipole-dipole interactions, which typi-
cally exhibit a pronounced and narrow atomic loss peak
due to energy release [12–18]. Such inelastic collisions
pose a challenge in achieving longer lifetimes and require
meticulous attention.

On the other hand, spin-exchange (SE) collisions re-
fer to a category of two-body inelastic interactions me-
diated by electrostatic interactions [19, 20]. These colli-
sions occur when an entrance channel transitions into one
or more accessible channels while preserving total angu-
lar momentum and orbital angular momentum [21]. SE
collisions are significant because electrostatic interactions
are often considerably stronger than magnetic dipole in-
teractions, which raises questions about their impact on
the system’s stability and potential for efficient evapora-
tive cooling to the ultracold regime.

The strong electrostatic interactions in SE collisions,
when combined with the effects of a Feshbach resonance,

is particularly interesting for understanding atomic colli-
sions more generally. Particularly, exploring SE collisions
near a p-wave Feshbach resonance can lead to broader col-
lision widths and potentially weaker peak strengths near
the resonance. This interplay between Feshbach reso-
nances and SE collisions is pivotal in determining the
stability of ultracold atomic systems and their potential
for efficient cooling to the ultracold regime. Exploring
these interactions provides deeper insights into the fun-
damental behaviors and properties of atomic collisions.

In this letter, we report the observation of a broad
state-to-state spin-exchange (SE) collision near a p-wave
Feshbach resonance at 225 G within a two-component
ultracold 6Li Fermi gas. During this process, two 6Li
atoms, initially in the states |1〉 ≡ |f = 1/2,mf = 1/2〉
and |3〉 ≡ |f = 3/2,mf = −3/2〉, interact to produce a
pair of atoms both in the state |2〉 ≡ |f = 1/2,mf =
−1/2〉, following the scheme |1〉 + |3〉 → |2〉 + |2〉. By
employing a robust optical dipole trap (ODT), we have
successfully isolated the atoms in the |2〉 state and char-
acterized the time evolution of the collisional process.
Our findings substantiate the notion that a p-wave Fes-
hbach resonance can be significantly altered by an ac-
companying SE collision, which can modulate the reso-
nance characteristics. To obtain a more detailed under-
standing of the p-wave resonance identified in this study,
we conducted a numerical coupled-channel (cc) analysis
specifically designed for the investigation of p-wave Fes-
hbach resonances in 6Li. The results of this analysis are
in good agreement with the experimental data, confirm-
ing the theoretical models. Remarkably, the SE collision-
influenced p-wave Feshbach resonance demonstrated here
is characterized by a significantly lower inelastic collision
rate and a broader resonance profile compared to those
previously reported for p-wave resonances in 6Li [13–16].
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The study of state-to-state spin-exchange collisions in the vicinity of p-wave Feshbach resonances
offer great opportunities to explore many-body interactions and novel quantum phases. Here, we
report the observation of a spin-exchange collision near a p-wave Feshbach resonance within a
mixture of the lowest and third-lowest hyperfine states of 6Li atoms. The spin-exchange interaction
is observed over a range of ten gausses and produces a pair of atoms in the second-lowest hyperfine
states that are captured by a deep optical dipole trap. We apply a coupled-channel method to
calculate the scattering properties of this system. We find that the p-wave resonance exhibits a
low inelastic collision rate and a broad resonance profile, which is due to the modification by the
accompanying spin-exchange collisions. These findings open up new possibilities for the creation of
long-lived, strongly interacting p-wave Fermi gases.

Feshbach resonance is a phenomenon in atomic and
molecular physics where the scattering properties of two
colliding particles are significantly altered due to the cou-
pling between different quantum states [1]. This cou-
pling arises when the energy of the colliding particles is
tuned to match the energy of a bound state of the sys-
tem, leading to a resonance effect. Feshbach resonances
play a crucial role by enhancing the scattering properties
of the atoms involved [2–5]. Specifically, Feshbach res-
onances can increase the elastic scattering cross-section,
which is beneficial for processes like evaporative cooling,
as it helps in achieving thermal equilibrium more effi-
ciently [6]. Conversely, inelastic scatterings, which lead
to heating and atomic loss [7], should be minimized to
maintain the stability of the system [8–11]. To date,
experiments involving the p-wave Feshbach resonance in
cold Fermi gases have observed inelastic collisions medi-
ated by magnetic dipole-dipole interactions, which typi-
cally exhibit a pronounced and narrow atomic loss peak
due to energy release [12–18]. Such inelastic collisions
pose a challenge in achieving longer lifetimes and require
meticulous attention.

On the other hand, spin-exchange (SE) collisions re-
fer to a category of two-body inelastic interactions me-
diated by electrostatic interactions [19, 20]. These colli-
sions occur when an entrance channel transitions into one
or more accessible channels while preserving total angu-
lar momentum and orbital angular momentum [21]. SE
collisions are significant because electrostatic interactions
are often considerably stronger than magnetic dipole in-
teractions, which raises questions about their impact on
the system’s stability and potential for efficient evapora-
tive cooling to the ultracold regime.

The strong electrostatic interactions in SE collisions,
when combined with the effects of a Feshbach resonance,

is particularly interesting for understanding atomic colli-
sions more generally. Particularly, exploring SE collisions
near a p-wave Feshbach resonance can lead to broader col-
lision widths and potentially weaker peak strengths near
the resonance. This interplay between Feshbach reso-
nances and SE collisions is pivotal in determining the
stability of ultracold atomic systems and their potential
for efficient cooling to the ultracold regime. Exploring
these interactions provides deeper insights into the fun-
damental behaviors and properties of atomic collisions.

In this letter, we report the observation of a broad
state-to-state spin-exchange (SE) collision near a p-wave
Feshbach resonance at 225 G within a two-component
ultracold 6Li Fermi gas. During this process, two 6Li
atoms, initially in the states |1〉 ≡ |f = 1/2,mf = 1/2〉
and |3〉 ≡ |f = 3/2,mf = −3/2〉, interact to produce a
pair of atoms both in the state |2〉 ≡ |f = 1/2,mf =
−1/2〉, following the scheme |1〉 + |3〉 → |2〉 + |2〉. By
employing a robust optical dipole trap (ODT), we have
successfully isolated the atoms in the |2〉 state and char-
acterized the time evolution of the collisional process.
Our findings substantiate the notion that a p-wave Fes-
hbach resonance can be significantly altered by an ac-
companying SE collision, which can modulate the reso-
nance characteristics. To obtain a more detailed under-
standing of the p-wave resonance identified in this study,
we conducted a numerical coupled-channel (cc) analysis
specifically designed for the investigation of p-wave Fes-
hbach resonances in 6Li. The results of this analysis are
in good agreement with the experimental data, confirm-
ing the theoretical models. Remarkably, the SE collision-
influenced p-wave Feshbach resonance demonstrated here
is characterized by a significantly lower inelastic collision
rate and a broader resonance profile compared to those
previously reported for p-wave resonances in 6Li [13–16].

Ø Wide p-wave resonance near 225G

Ø Large s-wave scattering length as~1000a0
𝑙5 = 𝑙8

q1D

P-wave resonance: … Jiaming Li and Le Luo, 2406.01248



Summary
Ø Dipolar-enhanced stability of sTG: physical mechanism

Ø Statistics & interaction in 1D:
• Boson-Anyon-Fermion mapping
• Anyon construction
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